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Foreword

Welcome to the 2014 edition of Best of Cell Reports. It was a major year for Cell Reports in

many respects, and it was truly interesting and enjoyable to look back over the papers that

we published this year. It was almost impossible to select the papers that you’ll find here

because there were so many strong papers that truly advanced their fields across the very

broad scope of the journal. The lineup in this supplement was chosen to represent various

fields covered by Cell Reports and is based on a number of metrics, including Almetrics

scores, citations, and reader downloads.

We are really looking forward to 2015, when there will be some major changes at Cell

Reports. Starting in January, a fresh new issue of Cell Reports will arrive in your inbox every

week—yes, we are going weekly! One of the consistent pieces of positive feedback we

receive is that our speed of publication is much appreciated. To further facilitate this, in the

coming months, we will move to two online publication dates each week. In addition, we

plan to expand our social media and blogging efforts on the Cell Reporter and have lots of

fresh ideas that we look forward to sharing with you. We are also planning some exciting

meetings and events, so hold the following dates. In 2015, Cell Reports will be involved in

organizing meetings on both sides of the Atlantic as well as across the Pacific. March 18th

sees the Ubiquitous Ubiquitin Signaling Lablinks in Cambridge, UK, while July 14th sees

the RNA in the Nervous System meeting in New York. In November 2015, we will cohost a

major symposium in Singapore on Human Genomics. We hope to see you there!

We greatly value the support of the many researchers who are the authors, reviewers,

readers, and editorial and advisory board members that make Cell Reports possible. We

thank you all for your help in 2014, and we look forward to working with you, meeting you,

and talking to you about your exciting research in 2015.

Finally, we are grateful for the generosity of our sponsors, who helped to make this reprint

collection possible.

For information for the Best of Series, please contact:

Jonathan Christison
Program Director, Best of Cell Press
e: jchristison@cell.com
p: 617-397-2893
t: @cellPressBiz
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IHC Validated Antibodies

Immunohistoch
emistry (IHC) is commonly used for morphologic

al charact
erization of tumors or other ti

ssue malignancie
s,

and such samples are typically a
vailable in very limited amounts. Cel

l Signaling
Technolog

y (CST) an
tibodies fo

r IHC Research

analysis are thoroughly
validated

by the relevant m
ethods, so

you don’t have
to waste time or samples on validation.

Our

in-house IHC group strives to provide you with the most specifi
c antibodies

and lowest bac
kground possible.
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lack of staini
ng. At that ti

me, the stan
dard reagent

s

for IHC analy
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se listed belo
w.
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SignalStain
® Antibody
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signal comp
ared with ou

r original con
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e detection s
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antibody.

Finally, when
we changed

the chromog
en to

SignalStain
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in staining w
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dy dilution.
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Ruled by Ubiquitylation: A New Order
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Polycombcomplexes are found inmost cells, but theymust be targeted to specific genes in specific
cell types in order to regulate pluripotency and differentiation. The recruitment of Polycomb com-
plexes to specific targets has been widely thought to occur in two steps: first, one complex, PRC2,
produces histone H3 lysine 27 (H3K27) trimethylation at a specific gene, and then the PRC1 com-
plex is recruited by its ability to bind to H3K27me3. Now, three new articles turn this model
upside-down by showing that binding of a variant PRC1 complex and subsequent H2A ubiquityla-
tion of surrounding chromatin is sufficient to trigger the recruitment of PRC2 and H3K27 trimethy-
lation. These studies also show that ubiquitylated H2A is directly sensed by PRC2 and that ablation
of PRC1-mediated H2A ubiquitylation impairs genome-wide PRC2 binding and disrupts mouse
development.

Biological problems often reach a cusp at which several labora-

tories with different approaches converge to provide unex-

pected solutions to longstanding questions. In the present

case, the problem is how a major epigenetic mechanism, Poly-

comb silencing, is targeted to specific genes in the appropriate

cells at the appropriate moment in lineage differentiation. Three

new papers combine to upend widely held assumptions and

open new ways of thinking about the way in which Polycomb

complexes regulate genes in development and disease (Black-

ledge et al., 2014; Cooper et al., 2014; Kalb et al., 2014).

Polycomb group (PcG) proteins constitute a major epigenetic

mechanism for controlling gene expression during the develop-

ment of higher eukaryotes. To a large degree, this is done

through repression of the key developmental genes, and the

question of how PcG complexes are specifically recruited

to these genes has been a major research problem. The

recruitment mechanism is likely to be subtle, given that PcG

components are present in the nuclei of most cells, but whether

or not they are targeted to a given locus depends on its chro-

matin state. In general, transcriptionally active genes are not

targeted, but genes that are not strongly transcribed are sus-

ceptible to PcG repression. Conversely, high levels of activa-

tors can override PcG silencing of a given gene, resulting in

derepression. Some intermediate states are also possible, of

which the bivalent domains found in pluripotent stem cells

are the best known example. Once established, the repressed

state of a gene tends to be transmitted through mitosis to

progeny cells.

Polycomb Complexes
PcG proteins act as large multisubunit complexes of the two

principal classes: PRC1 and PRC2. Each class comprises

several alternative variants (Figure 1). PRC1 complexes form

around RING2 (or the closely related RING1) subunit to which

one of the six alternative PcG RING finger (PCGF) proteins

binds. The RING-PCGF heterodimers constitute a minimal

core that can transfer a single ubiquitin group to lysine 119 of

histone H2A (H2AK119). The identity of the PCGF subunits de-

termines additional components and therefore some of the

specific biochemical properties of the variant complexes (for

a comprehensive discussion of the subject, see Schwartz and

Pirrotta, 2013). In brief, the heterodimers between RING2/

RING1 and MEL18 (also known as PCGF2) or BMI1 (also

known as PCGF4) are incorporated in the so-called canonical

PRC1 variants (also known as PRC1.2 and PRC1.4). The

canonical variants have characteristic polyhomeotic (PHC)

and chromobox-containing protein (CBX) subunits and can

specifically recognize histone H3 trimethylated at lysine 27

(H3K27me3) via the chromodomain of the CBX subunit. All

RING-PCGF heterodimers can also form noncanonical PRC1

complexes. These contain RING and YY1 binding protein

(RYBP) instead of CBX and PHC. Noncanonical PRC1 com-

plexes cannot recognize the H3K27me3 but have much higher

H2A ubiquitylating activity because of the specific interaction of

RYBP with H2AK119 (see below). The variant noncanonical

complexes differ substantially in additional subunits (Schwartz

and Pirrotta, 2013). Important for this discussion, the PCGF1-

containing complexes (also known as PRC1.1) incorporate

the KDM2B protein, a histone H3K36 demethylase whose

CXXC domain confers the ability to bind unmethylated CpG-

rich DNA (Farcas et al., 2012). The H3K36 demethylase activity,

which removes what is considered to be a repressive histone

mark, is apparently not necessary for Polycomb mechanisms

(He et al., 2013).
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The known diversity of PRC2 complexes is less broad. All

PRC2 variants contain a core of five proteins: EZH2 (or the

closely related EZH1), EED, SUZ12, RBBP4 (or closely related

RBBP7), and AEBP2. This core complex acts as a histone meth-

yltransferase specific for H3K27. In addition to the core, PRC2

complexes incorporate ether JARID2 or PHD finger protein

(PHF) subunits. In mammals, insects, and worms, PRC2 com-

plexes are the sole source of H3K27me2 and H3K27me3, and

the latter is essential for PcG repression.

Figure 1. Varieties of PRC1 and PRC2

Complexes

(A) PRC1 complexes are built around the RING2 (or

RING1) component. RING forms a heterodimer

with one of six different PCGF proteins (green

circles). Canonical PRC1 contains BMI1/PCGF2 or

MEL18/PCGF4 as well as one of five CBX com-

ponents. A variant PRC1 contains PCGF1 and

KDM2B and the proteins RYBP or YAF2 (orange

circles) instead of a CBX component. Variant PRC1

complexes containing RYBP or YAF2 are active

H2AK119 ubiquityl transferases, whereas canoni-

cal PRC1 complexes have little activity.

(B) PRC2 complexes contain a core with the

H3K27 methyltransferase activity stabilized by

AEBP2. Associated factors such as JARID2 (blue

circle) or PHF (green circle) modulate activity and

binding specificities.

The Problem of Recruitment
How the recruitment of PRC1 and PRC2

complexes is targeted and coordinated

is not clear, given that none of the PRC1

or PRC2 subunits can bind DNA in a

sequence-specific fashion. The conspic-

uous ability of canonical PRC1 complexes

to recognize H3K27me3 led to the widely

held idea that PRC2 is somehow recruited

first and then trimethylates H3K27, and

this, in turn, recruits PRC1. Although

initially appealing, this hypothesis is at

oddswith observations that, inDrosophila

melanogaster, the H3K27me3 produced

by PRC2, forms a broad domain, whereas

the binding of PRC1 is sharply localized at

Polycomb response elements (PREs) and

that, inmouse cells, not all H3K27me3 do-

mains correspond to PRC1 binding sites.

In any case, the binding of noncanonical

PRC1 complexes would not be depen-

dent on H3K27 methylation.

As mentioned above, in Drosophila,

both PRC1 and PRC2 are recruited to

specific target genes by PREs, %1 kb

DNA elements containing recognition

sequences for DNA binding proteins.

These DNA binding proteins are believed

to combine their individually weak inter-

actions with PcG proteins in order to yield

robust recruitment. The combinatorial nature of the PRE-medi-

ated recruitment and the paradoxical ability of PREs to also

recruit trithorax group proteins that help to counteract PcG

repression provide the necessary plasticity to the Drosophila

PcG-repressive system.

So far, the search for mammalian PRE-like elements has had

limited success. Notable examples are a 1.5 kb DNA region

from the mouse MafB/Kreisler locus that can recruit PRC1, but

not PRC2 (Sing et al., 2009), and a 1.8 kb DNA element within
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the human HOXD cluster that can recruit both PRC1 and PRC2

(Woo et al., 2010). In addition, several mouse promoter frag-

ments containing binding sites for the RE1-silencing transcrip-

tion factor or SNAIL proteins were reported to autonomously

‘‘recruit’’ PRC2 and possibly PRC1 (Arnold et al., 2013; Dietrich

et al., 2012). The promoters of most PcG-regulated genes in

mammals contain clusters of CpG dinucleotides, the CpG

islands. Analysis in embryonic stem cells (ESCs) showed that,

when CpG islands lack DNA methylation and are not associated

with transcriptional activity, they bind PRC2 and contain

H3K27me3 (Lynch et al., 2012; Mendenhall et al., 2010; Riising

et al., 2014). The discovery of noncanonical PRC1 complexes

containing KDM2B paved the way for understanding how such

complexes might be recruited to CpG islands by the CXXC

domain of KDM2B (Lagarou et al., 2008; Farcas et al., 2012;

He et al., 2013; Wu et al., 2013). But how do we account for

PRC2 recruitment?

A Link between PRC1 and PRC2
Two recent papers have studied how the full-fledged panoply of

PcG complexes might be recruited to target genes or genomic

regions. One paper (Blackledge et al., 2014) uses a specially

constructed reporter region of 170 kb containing at its center a

short array of Tet operator (TetO) binding sites for the bacterial

TetR protein within a larger region devoid of other genes, en-

hancers, CpG islands, or elements that might recruit DNA

methylation. Candidate components of PcG complexes can be

targeted to the TetO array by fusion to the TetR DNA binding

domain. The second paper (Cooper et al., 2014) exploits the

fact that, in the absence of DNAmethylation, CpG-containing re-

gions in pericentric heterochromatin become targets for PcG

complexes. In wild-type cells, these regions are DNA methyl-

ated, and proteins can be targeted to them by fusion with a

5meC binding methyl binding protein (MBP) domain, thus mak-

ing the additional point that DNA methylation does not intrinsi-

cally prevent PRC2 complex binding or H3K27 methylation.

Both approaches show that targeting the KDM2B protein reca-

pitulates the recruitment of PRC2, H3K27me3, and CBX-con-

taining PRC1 complexes. Therefore, the CpG binding KDM2B

protein and its associated variant PRC1 complex can ultimately

recruit both the PRC2 H3K27 methyltransferase complex and

the canonical CBX-containing PRC1. The key to this recruitment

cascade is the RING1/RING2 protein, which forms the core of all

PRC1-like complexes, and its ability to ubiquitylate histone H2A.

Tethering a protein fragment that reconstructs the H2A ubiquity-

lating activity is sufficient to mimic the whole recruitment pro-

cess. As a result of the RING1/RING2 activity, nucleosomes

flanking the binding site become ubiquitylated. H2AK119ub

now recruits PRC2, which in turn sets about trimethylating

H3K27, which recruits canonical PRC1 complexes that include

a chromodomain-containing CBX component.

This recruitment cascade implies that CpG islands must first

bind variant PRC1 complexes that are ubiquitylation-competent

in order to recruit PRC2, which recruits canonical PRC1 com-

plexes, themselves poor ubiquityl transferases, but good at

recognizing the H3K27me3 mark. Therefore, the initial step in-

verts the widely held notion that PRC2 is the initiator of the

recruitment process, both clarifying and complicating the

account as well as raising a number of interesting new questions.

That PRC2 really recognizes H2Aub, and not the ubiquitylation

of some other chromatin protein such as Ring1/Ring2 itself, is

shown by the distribution of PRC2 recruited at the reporter target

site (Figure 2A). The recruiting variant PRC1 in this experiment

binds to the TetO array, but the PRC2 is not found associated

to the array but to the flanking regions that contain the H2Aub.

Therefore, PRC2 is recruited to a broader region than that which

bound the original variant PRC1 complex. PRC2 would then

methylate H3K27 over an even broader region. The canonical

PRC1 complex is then said to be recruited by virtue of its CBX

component binding to H3K27me3. However, strangely, when

PRC2 is targeted to the TetO array (by fusing TetR to the EED

component of PRC2), the distribution of CBX7 over the recruiting

region does not fit the expectation that it would coincide with the

H3K27me3 mark. Instead, it appears to be centered squarely

over the TetO array, which is depleted of nucleosomes and of

H3K27me3. As the authors remark, this resembles the situation

seen in Drosophila where the binding of the canonical PRC1

complex coincides with that of PRC2 at the PRE rather than

the distribution of H3K27me3 (Figure 2B), arguing against the

idea that H3K27me3 directly recruits PRC1 (Schwartz et al.,

2006). Does PRC1 recruitment involve specific interactions

with the PRC2 complex in addition to H3K27me3?

Figure 2. The Recruitment Hierarchy

(A) The top diagram represents the reporter con-

structs and results of Blackledge et al. (2014). At

the center, an array of TetO sequences binds TetR

fused to KDM2B and thus recruits the associated

variant PRC1 complex with its RING2 component.

The lower diagrams from top to bottom illustrate

chromatin immunoprecipitation experiments with

antibodies against RING2, H2AK119ub, PRC2,

and H3K27me3. The complex containing RING2 is

found only over the recruiting TetO array. The

H2AK119ub is found over the neighboring nucle-

osomes, and the PRC2 complex coincides with it.

The H3K27me3 produced spreads even further

away from the TetO array.

(B) In this experiment, PRC2 is directly recruited to the TetO array by fusing TetR to the EED component. The PRC2 bound at the TetO produces H3K27me3 on

flanking nucleosomes. Surprisingly, canonical PRC1 containing CBX7 is recruited not over the methylated region but over the TetO array, where PRC2 is bound.

Canonical PRC1 has poor ubiquityl transferase activity, and little H2AK119ub is produced.
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PRC2 Reads H2AK119ub
How does PRC2 recognize H2AK119ub? PRC2 has three core

components, in addition to E(z), that are essential for its methyl-

transferase activity on nucleosomes. These subunits also confer

ability to recognize the presence of H3K4me3 and H3K36me2/

H3K36me3, which inhibit H3K27 methylation activity, and

H3K27me3 and nucleosome density, which stimulate this activity

(Schmitges et al., 2011; Margueron et al., 2009; Yuan et al., 2011,

2012). Two other components, AEBP2 and JARID2, enhance sta-

bility, activity, and target specificity (Li et al., 2010;Sonetal., 2013;

Ciferri et al., 2012). Ability to recognize and bind to H2Aub would

add an additional capability to a very versatile protein complex.

Work from Kalb et al. (2014) now sheds light on this key inter-

action. The authors used oligonucleosomes to affinity purify

interacting proteins, which were then identified by mass spec-

troscopy. They found that, when the nucleosomes contained

H2AK119ub, they bound PRC2 components and, in particular,

PRC2 enriched in AEBP2 and JARID2. Using reconstituted

PRC2 complexes, they found that addition of AEBP2 and

JARID2 greatly increased the methyltransferase activity on

H2AK119ub-containing substrates. The presence of AEBP2

was essential for this differential activity, which was further stim-

ulated when JARID2 was also present. They concluded that

PRC2 complexes that included these two components inter-

acted specifically with H2AK119ub-containing nucleosomes. It

is not clear whether the increased enzymatic activity is ac-

counted for by the increased binding or whether H2AK119ub

also enhances catalytic activity. In addition, the authors point

out that the H2AK119ub-affinity purification from extracts

prepared from ESCs revealed that KDM2B-containing PRC1

complexes were also selected. This would then result in a self-

reinforcing loop, whereby KDM2B first brings a ubiquitylation-

competent PRC1 complex to unmethylated CpG islands, but

the ubiquitylating activity then stimulates further binding of

PRC1 as well as of PRC2, whose methyltransferase activity

then recruits chromodomain-containing PRC1 complexes.

Although the basic features of this recruitment pathway are

clearly conserved between Drosophila and mammals, some

aspects must be modified to some extent, given that Drosophila

lacks CpG islands and that the recruitment occurs instead at

specific PREs, most likely via a series of weak interactions

with DNA binding proteins. Then, interaction of PRC2 with

H2AK119ub would further reinforce this process.

Broader Considerations
There is much that remains to be accounted for. In particular, the

distribution of H2AK119ub in the genome of flies or vertebrates

remains poorly characterized. Recent work from Riising et al.

(2014) indicates that blocking RNA Pol II transcription in mouse

ESCs is sufficient to induce ectopic recruitment of PRC2 to

CpG islands. The H2AK119ub-dependent recruitment model

described above would imply that arrest of transcription immedi-

ately results in the binding of the KDM2B-containing complex

and H2A ubiquitylation of CpG islands. Other complexes have

been claimed to produce H2AK119 monoubiquitylation (histone

H2A can also be ubiquitylated at other lysines that are not

relevant to the present discussion). For example, BRCA1 has

been said to ubiquitylate H2AK119 in order to silence satellite

sequences (Zhu et al., 2011) or at DNA damage sites (Wu

et al., 2009). A PRC1 complex containing BMI1 has also been re-

ported to be involved in H2A ubiquitylation at DNA damage sites

(Ismail et al., 2010). Does DNA damage also recruit PRC2? Or is

PRC2 recruitment prevented by the further ubiquitylation and

phosphorylation events that target H2A upon DNA damage?

Why such a complicated recruitment?Which complex actually

performs the transcriptional repression? We do not really know

except that it seems to be linked to the ubiquityl transferase

activity. H2AK119ub has been reported to interfere with the elon-

gation of transcription by RNA Pol II (Zhou et al., 2008), but this

does not exclude the possibility that other targets are ubiquity-

lated or that PRC1 complexes have additional repressive activ-

ities. Canonical PRC1 has been found to contribute little H2A

ubiquitylation (Lagarou et al., 2008; Farcas et al., 2012; Wu

et al., 2013), so why is it needed? One possibility is that it

does, in fact, target some additional component important for

transcription. An intriguing argument is that H2Aub generated

by the initial noncanonical PRC1 complex is sufficient for tran-

scriptional repression of nearby promoters, but the CBX-con-

taining PRC1 is needed to mediate longer distance interactions

through interaction with H3K27me3. Yet, recent evidence sug-

gests that PRC2 is dispensable for repression in stem cells but

necessary from the onset of their differentiation (Riising et al.,

2014). Perhaps the best answer might be that the canonical

PRC1, with its H3K27me3 recognition, might provide amore sta-

ble epigenetic maintenance function between cell cycles, which

is particularly important for differentiating cells.

PcG recruitment by its nature cannot be hardwired but must

remain flexible and dependent on the chromatin environment.

The recruiting mechanism summarized here accounts for many

of these features. KDM2B-dependent recruitment of PRC1 com-

plexes is inhibited by transcriptional activity. Chromatin modifi-

cations associated with transcriptional activity modulate PRC2

enzymatic function (Margueron and Reinberg, 2011). In addition,

transcriptional activity is associated with H3K27 acetylation both

at enhancer sites and in the 50 region of active genes. Therefore,

its presence would block H3K27 methylation. In contrast, the

presence of pre-existent H3K27 methylation, as well as a high

density of nucleosomes, promotes PRC2 methyltransferase

activity (Margueron et al., 2009; Yuan et al., 2012). Therefore,

the successful recruitment and maintenance of PcG repression

would involve a complex interplay of these and probably other

modulating circumstances. As a result, PcG mechanisms are

better suited to maintaining a repressed state than turning off

an active gene.

CpG methylation prevents the binding of KDM2B, and there-

fore the initiation of the entire recruitment cascade. This may

avert the recruitment of PcG complexes to genes already

silenced by the more long-term DNA methylation mechanism.

It is possible that the KDM2B-based recruitment mechanism is

particularly important in ESCs, where DNA methylation is rela-

tively low and a large number of genes are kept in a bivalent

state: neither silenced nor transcriptionally active but bearing

both the H3K27me3 associated with repression and the

H3K4me3 associated with transcriptional activation. In work

that anticipated the approach of Blackledge et al. (2014),

KDM2B was tethered at a reporter gene to demonstrate the
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acquisition of H2AK119 ubiquitylation, but no recruitment of

PRC2 and H3K27me3was observed (Wu et al., 2013). The differ-

ence from the Blackledge et al. (2014) experiment is thatWu et al.

(2013) used the differentiated HEK293T human cell line instead

of mouse ESCs. It is very unlikely that such a fundamental re-

cruiting difference is attributable to the difference between

man and mouse but very possible that in differentiated cells

PRC2might becomemore selective. At later stages, when differ-

entiating cell lineages are established, genomic regions that are

not actively transcribed are likely to acquire DNA methylation,

thus bypassing the PcG mode of transcriptional repression.

Other recruitment mechanisms might become more important

at specific sites or in specific cell lineages. A large number of

noncoding RNAs have been said to bind PRC2 and, in some

cases, PRC1 complexes and play a role in targeting them to

specific genes (Khalil et al., 2009). PcG mechanisms are clearly

highly versatile and nearly omnipresent. It would not be surpris-

ing if what was widely taken to be a well-understood mechanism

revealed more new twists.
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SUMMARY

Yeast cells produce various volatile metabolites that
are key contributors to the pleasing fruity and flowery
aroma of fermented beverages. Several of these
fruity metabolites, including isoamyl acetate and
ethyl acetate, are produced by a dedicated enzyme,
the alcohol acetyl transferase Atf1. However, despite
much research, the physiological role of acetate
ester formation in yeast remains unknown. Using a
combination of molecular biology, neurobiology,
and behavioral tests, we demonstrate that deletion
of ATF1 alters the olfactory response in the antennal
lobe of fruit flies that feed on yeast cells. The flies are
much less attracted to the mutant yeast cells, and
this in turn results in reduced dispersal of the mutant
yeast cells by the flies. Together, our results uncover
the molecular details of an intriguing aroma-based
communication and mutualism between microbes
and their insect vectors. Similar mechanisms may
exist in other microbes, including microbes on flow-
ering plants and pathogens.

INTRODUCTION

Microbes produce many secondary metabolites, several of

which have strong aromas and are central contributors to the fla-

vor of fermented foods and beverages such as cheese, wine,

chocolate, and beer (Styger et al., 2011; Swiegers et al., 2005).

Flavor formation has been extensively studied in the common

brewer’s yeast S. cerevisiae, which produces several volatile

acetate esters such as ethyl acetate (pear aroma), isoamyl ace-

tate (banana aroma), and phenylethyl acetate (flowery aroma;

Lambrechts and Pretorius, 2000; Nordström, 1966; Saerens

et al., 2008; Verstrepen et al., 2003a). These acetate esters are

formed in a condensation reaction, catalyzed by an alcohol

acetyl transferase (AAT), between acetyl-coenzyme A and

various higher alcohols derived from the central carbon and

amino acid metabolism. S. cerevisiae has two different genes

coding for AATases, ATF1 and ATF2, of which ATF1 controls

the bulk of the acetate ester formation (Lilly et al., 2000; Ver-

strepen et al., 2003b). Although many studies have focused on

the optimization of aroma formation, the physiological role of

these compounds remains elusive and highly debated (Mason

and Dufour, 2000; Saerens et al., 2010). Some reports argue

that some esters might help maintain plasma membrane fluidity

in low-oxygen conditions where the synthesis of unsaturated

fatty acids is impaired (Mason and Dufour, 2000). Other hypoth-

eses suggest that ester synthesis may help tune the redox bal-

ance (Malcorps and Dufour, 1992) or that esterification of small

organic acids may facilitate their removal from cells through

diffusion through the plasma membrane (Nordström, 1964).

However, no evidence has been found for any of these hypothe-

ses, and deletion of ATF1 does not reduce fitness under labora-

tory conditions (Saerens et al., 2010). Moreover, the most

commonly used S. cerevisiae laboratory strains show signifi-

cantly lower production of aroma compounds compared to their

wild and industrial relatives (Verstrepen et al., 2003b), suggesting

that the synthesis of these compounds has not been selected for

under laboratory culture conditions and might rather be related

to survival in complex natural environments.

In this study, we set out to investigate acetate ester production

in the context of the well-established relationship between

yeasts and their insect vectors (Fogleman et al., 1981; Giglioli,

1897; Phaff et al., 1956; Stefanini et al., 2012; Suh et al., 2005).

Numerous studies have shown that, unlike fungi that disperse

through air (Roper et al., 2010) or motile bacteria, sessile mi-

crobes like yeasts depend on animal and especially insect vec-

tors for their dispersal (Francesca et al., 2012; Ganter et al.,

1986; Goddard et al., 2010). In turn, microbes serve as a
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protein-rich food source for these insects and may even boost

their immunocompetence (Anagnostou et al., 2010; Gibson

and Hunter, 2010; Sang, 1956; Stamps et al., 2012). Previous

studies have demonstrated that fermentation can increase the

attractiveness of natural substrates toward Drosophila (Becher

et al., 2012), even though there appears to be a variability in

different yeast strains’ ability to do so (Palanca et al., 2013).

Additionally, multiple insect species are attracted to fruit and

plant aroma mixtures that contain acetate esters (Boch et al.,

1962; Galizia et al., 1999; Grosjean et al., 2011; Nojima et al.,

2003). Finally, a few seminal studies have demonstrated that

Drosophila antennae possess specific receptors for certain

acetate esters (Elmore et al., 2003; Hallem and Carlson, 2006;

Vosshall et al., 2000). Given this complex mutualism between

microbes and insects, it seems likely that mechanisms evolved

to facilitate these interactions. In this study, we show that a spe-

cific yeast gene, ATF1, produces acetate esters that change the

neural representation of yeast odor in the Drosophila antennal

lobe and help to attract insect vectors.

RESULTS

Yeast Strain Characterization
Experiments to investigate whether acetate esters help to attract

insect vectors were carried out using two biological model sys-

tems: the fruit fly Drosophila melanogaster and the brewer’s

yeast Saccharomyces cerevisiae. To test the suitability of these

organisms for our research, we demonstrated that Drosophila

do transport yeast cells in a laboratory setup and can indeed

act as a vector (Figure 1; Movie S1; Table S1). However, the

most commonly used S. cerevisiae lab strain, S288c, produces

much less aroma compared to wild and industrial S. cerevisiae

strains (Verstrepen et al., 2003b), making it a poor reference

strain for this study. Hence, in order to select a suitable strain,

we performed fermentations with 285 genetically diverse

Saccharomyces sensu lato strains and analyzed their aroma pro-

file (Figure S1). From this collection, we selected a representative

diploid strain, coded Y182, for our experimental setup. This

S. cerevisiae strain was isolated from a vineyard and has an

average production of both isoamyl as well as ethyl acetate.

Moreover, the strain also shows a relatively high efficiency for

genetic transformation, which enabled us to use genetic engi-

neering to createATF1 deletionmutants. We deleted both alleles

of ATF1 in this diploid strain and subsequently analyzed the con-

centration of aroma compounds in the fermentation products of

the wild-type and null mutant strains, focusing on higher alco-

hols, acetate esters, and medium-chain fatty acid esters, as

well as ethanol and acetic acid levels, compounds that have

been proposed to attract Drosophila (Hallem and Carlson,

2006; Hallem et al., 2004). These analyses confirmed that the

levels of various acetate esters were severely reduced or even

completely abolished in the atf1& mutant strain, whereas no sig-

nificant differences in the concentration of other volatile com-

pounds such as acetaldehyde or higher alcohols was observed

(Table 1). The effect of the presence of ATF1 on the yeast’s

fitness was investigated using an automated multimode plate

reader as well as automated time-lapse microscopy. In keeping

with previous studies (Saerens et al., 2010), no difference in the

growth rate between the wild-type (WT) and atf1& mutant was

observed in liquid or on solid media (see Supplemental Informa-

tion for more information).

The Presence of ATF1 Leads to Increased
D. melanogaster Attraction
To evaluate whether changes in the yeast’s aroma profile caused

by the deletion of the ATF1 gene lead D. melanogaster to prefer

one strain over the other, we used an olfactory behavioral assay

in a specially constructed arena (Figure 2). In this computer-

controlled system, different airstreams can be released indepen-

dently from each other out of the four corners of the isolated

arena and cleared through a vacuum, applied in the center of

the arena (Figure 2A). In this setup, the aromas from two different

fermentations are delivered from opposing corners, whereas

odorless air is streamed from the two remaining corners. For

each olfactory behavioral assay, 50 flies were released in the

arena and their positions were recorded with a camera placed

above the arena. Subsequently, automated image analysis was

used to quantify the number of flies in each of the four quadrants,

before, during, and after odor delivery. Based on these numbers,

a preference index was calculated for each input (see Figure 2 for

details). During the first 2 min of each experiment, odorless air

was delivered from all four corners of the arena. During this

period, flies did not show preference for any specific quadrant.

However, as soon as the airflow was switched so that two out

of four corners contained the aroma of WT and atf1& mutants

Figure 1. Drosophila Transport Yeast Cells in a Laboratory Setup

Yeast cells present on the front leg of a Drosophila fly. Sterile individual flies

(n = 11) were allowed to roam a plate containing a single fluorescent yeast

colony (Movie S1) for 1 hr. Afterward, flies were dissected and yeast cells on

the various appendages were visualized using fluorescence microscopy. To

quantify the number of cells that were transported, each part of the body was

washed in a peptone buffer and the buffer was subsequently plated for cell

counting (Table S1).
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(each in one opposing corner), the flies significantly preferred the

quadrant with the WT aroma over the aroma of atf1& mutants

(p value < 13 10&4). Afterward, when the airstream at all corners

was switched back to odorless control, the flies no longer

preferred a specific quadrant and were once again distributed

randomly (Figure 2; Movies S2 and S3).

These results indicate that Atf1 activity has a significant

effect on the attraction of Drosophila by the yeast cells. To

verify whether the observed behavioral differences are indeed

due to the lower acetate ester levels produced by the atf1&

mutant, we supplemented the atf1& fermentation medium

with phenylethyl acetate, isoamyl acetate, and ethyl acetate

(the three important acetate esters most affected by the ATF1

deletion), so that the final concentration of each ester was

equal to that in the WT fermentation medium. We then

repeated the olfactory preference tests with this supplemented

medium pitted against the fruity WT medium, and no significant

difference in preference for either medium was observed,

clearly illustrating the central role of phenylethyl, isoamyl, and

ethyl acetate in the altered attraction phenotype (Figures 2C

and 2D). To further tease apart the specific contribution of

each ester, we supplemented the atf1& medium with each ester

separately and tested these against the WT medium. These ex-

periments revealed that ethyl acetate is the most important

compound, because addition of this ester is sufficient to

make the atf1& medium as attractive as the WT medium in

our olfactory behavioral assay. Addition of isoamyl acetate

resulted in increased attraction compared to the unsupple-

mented atf1& medium, but the WT attraction was not fully

restored. Finally, phenylethyl acetate did not significantly affect

Drosophila behavior.

To further confirm the role of the yeast ATF1 gene in

Drosophila attraction, we set up a second series of preference

experiments, this time in larger cages (30 3 30 3 20 cm), allow-

ing flies more freedom of movement in three dimensions, which

has been implicated to alter their behavior compared to setups

where their movement is more restricted (Becher et al., 2010;

Lebreton et al., 2012). Analogous with the olfactory assay in

the smaller arena, we placed traps containing either WT or

atf1& mutant fermentation medium in opposing corners of the

larger cages and two traps containing only water in the two re-

maining corners. To account for position effects, the traps

were switched across different repeats. Our results further

confirmed a clear preference of D. melanogaster for the WT

strain, attracting 2-fold more flies than the atf1& strain (see Fig-

ure S2 for details).

WT and atf1& Aromas Are Perceived Differently by
Drosophila

To further evaluate the effect of isoamyl and ethyl acetate on the

Saccharomyces-Drosophila interaction, we used in vivo calcium

imaging to measure the neuronal responses to atf1& and WT

yeast aroma in the antennal lobe of a ;Gal4-GH146/UAS-

GCaMP6m; Drosophila strain expressing the transgenic calcium

indicator GCaMP6m in its projection neurons (Figures 3A and

S3A; Chen et al., 2013). These measurements show a clear alter-

ation in the response of projection neurons, which receive direct

olfactory input from olfactory sensory neurons, to the mutant

yeast strain compared to the WT strain (Figure 3B). To quantify

the differences in the olfactory representation of the different

yeast strains, we compared the odor-induced neuronal re-

sponses using pairwise Pearson’s correlations (Figure 3C).

Moreover, we further analyzed these activity maps by comparing

the autocorrelation of the repetition of the WT yeast odor across

different trials to the cross correlation of the odor representations

of WT yeast against atf1& yeast and atf1& yeast supplemented

with the missing esters (Figure S3E). Both analyses revealed

that theWT and atf1& yeast odor are represented by significantly

different activity patterns in the fly antennal lobe. Moreover, we

observed that the addition of each ester in physiological concen-

trations to the atf1& mutant yeast medium shifts the evoked

antennal lobe activity more toward the WT activity pattern, as

evident by the significant increase in correlations between WT

and atf1& yeast odors when esters are supplemented. Further-

more, the principal component analysis of the antennal lobe

odor responses shows that supplementing atf1& with esters

shifts the representation of atf1& yeast odor toward WT yeast

odor (Figure 3F). In summary, all these analyses confirms that

atf1& yeast odor and the WT yeast odor are represented differ-

ently in the D. melanogaster antennal lobe and the odor repre-

sentations of atf1& yeast become more similar to WT yeast

when each ester is supplemented to the same levels as found

in the WT medium.

Table 1. Aroma Production by WT and ATF1& Strain

Compound (ppm) WT-Y182 SD atf1& SD p Value

Acetaldehyde 8.98 2.73 9.67 2.89 0.74

Ethyl acetate 14.54 1.53 6.45 0.43 5.20 3 10&5a

Ethyl propionate 0.08 0.01 0.09 0.01 0.19

Ethyl isobutyrate 0.02 0.00 0.02 0.00 0.90

Propyl acetate 0.03 0.01 ND ND a

Isobutyl acetate 0.09 0.03 ND ND a

Ethyl butyrate 20.24 3.26 20.40 2.23 0.94

Isobutanol 13.38 2.57 13.31 1.60 0.96

Isoamyl acetate 0.82 0.20 0.13 0.06 5.68 3 10&4a

Butanol 55.45 2.21 57.67 5.22 0.53

Isoamyl alcohol 37.71 5.69 41.54 3.92 0.31

Ethyl hexanoate 0.13 0.03 0.18 0.01 0.04

Ethyl octanoate 1.08 0.23 1.14 0.13 0.66

Phenyl ethyl acetate 0.10 0.02 ND ND a

Phenyl ethanol 0.13 0.06 0.08 0.03 0.16

Ethanol (% v/v) 6.50 0.05 6.46 0.02 0.14

Acetate (g/l) 24.75 6.25 22.15 3.69 0.32

Concentrations of aroma compounds (in parts per million) produced by

the diploid WT Y182 strain and the isogenic ATF1 double-deletion mutant

during fermentation (see Figure S1 for more information on Y182). For

each strain, four fermentations were performed and each was analyzed

in four technical replicates. Acetate esters are displayed in bold. These

results demonstrate that the only compounds significantly affected by

the ATF1& deletion are acetate esters (ND, not detected). Production of

these aroma compounds by non-Saccharomyces strains may be found

in Table S2.
aSignificant difference between the WT and deletion strain (p < 0.05).
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Expression ofATF1Results in IncreasedYeast Dispersal
The previous experiments revealed that the ATF1-mediated pro-

duction of acetate esters has a significant impact on the attrac-

tiveness of yeast cells toward D. melanogaster. However, this

does not necessarily imply a benefit for the yeast, because

increased attraction of flies might merely result in more yeast

cells being consumed by the flies. However, we hypothesized

that increased fly attraction might also result in increased

dispersal of the yeast cells through their insect vectors. To study

whether expression of ATF1 affects yeast dispersal by fruit flies,

both the WT and atf1& mutant strain were fluorescently labeled

Figure 2. Volatile Acetate Ester Production

Affects the Attractiveness of Yeast Cells

for Drosophila melanogaster

(A) Experimental arena populated with fifty 20 hr-

starved D. melanogaster CS10 flies. Air is flown

from the four corners of the arena, with a common

outlet in the center, generating four quadrants that

each have their own air profile. Fly movements

were recorded during 10 min experiments (odor-

less air for 2 min from each of the four corners,

odors for 3 min from two opposing corners, and

odorless air from the other two corners, and finally

5 min of odorless air from all four corners; see also

main text for details and Movies S2 and S3).

(B) Preference index defined by the fraction of flies

being present in the corresponding odorized

quadrant during the last minute of odor exposure.

The odors of WT yeast and atf1& yeast supple-

mentedwith ethyl acetate (EA) and isoamyl acetate

(IA) (at concentrations that match the levels pre-

sent in the WT yeast) exhibit a higher preference

index than atf1& yeast odor whereas atf1& sup-

plemented with phenylethyl acetate (PA) does not

(paired t test; *p < 0.02; **p < 0.001). No significant

difference was found when WT yeast odor was

competed against atf1& yeast odor supplemented

with all three esters or with ethyl acetate and iso-

amyl acetate or with ethyl acetate. The error bars

represent SEM. n.s., not significant.

(C) Temporal course of number of flies per quad-

rant for the different experimental conditions.

Colors correspond to the respective media (air

shown in black/gray). Shadowed traces represent

SEM for the number of flies (n = 200 flies; four

experimental sessions; three trials/odor/session).

The gray rectangle indicates the time of odor

exposure. Inset figures correspond to snapshots

taken at the end of the odor delivery period (5th

min). For the large cage setup, see Figure S2.

by overexpressing either yECitrine or

mCherry. These labeled strainswere inoc-

ulated on one of two designated spots on

a specially constructed YPD plate, equi-

distant from the center of the plate (Fig-

ure S4). For each strain, the inoculum

contained 1 3 106 cells, corresponding

to the amount of Saccharomyces cells

that may be found on infected grapes

(Mortimer and Polsinelli, 1999). Subse-

quently, a fly was allowed to roam around the test environment

overnight in complete darkness, after which it was removed.

Then, the spots containing the initial inocula were removed as

well so that only dispersed yeast cells remained and the plates

were incubated to allow growth of these cells. After 48 hr, the

plates were washed and the relative presence of each strain

was quantified using a flow cytometer. Because there is no

growth difference between the WT and mutant strains (Supple-

mental Information), the relative presence of each strain indicates

the ratio inwhich the two strainswere transportedby the fly. Anal-

ysis of 100 independent experiments revealed that the fruity WT
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strain was on average transported four timesmore than the atf1&

mutant (Figure 4). A separatemirror experiment (n = 100) demon-

strated that the nature of the fluorescent tag did not influence the

dispersal of either strain (Supplemental Information).

DISCUSSION

Together, these results demonstrate that expression of the

fungal alcohol acetyl transferase gene ATF1 promotes attraction

Figure 3. WT and atf1& Yeast Odors Are

Represented Differently in the Antennal

Lobe of Drosophila melanogaster

(A) Experimental setup depicting a fly expressing

the transgenic calcium indicator GCaMP6 in pro-

jection neurons. Briefly, the fly is fixed to an

aluminum chamber with wax and the cuticle

above the antennal lobes is removed, which

allows imaging of the antennal lobes from the

dorsal side. A tube is placed in front of its

antennae for odors to be delivered (carrier stream

flow rate = 2,000 ml/min).

(B) Temporal course of the average fluorescence

signal in response to different odors in the entire

antennal lobe. Shadowed traces represent SEM

for the change in fluorescence. The blue rectangle

depicts the 2 s time window after response onset,

used for quantitative analyses. Inset bar plot

shows that pure atf1& yeast odor and atf1& odor

supplemented with PA elicit significantly weaker

responses than WT yeast odor and atf1& yeast

odor supplemented with EA and IA, respectively

(n = 14 flies; *p < 0.02; paired t test).

(C) Representative antennal lobe activity maps

corresponding to different yeast and ester odors

as well as paraffin oil as control, respectively.

Calcium responses were averaged during the 2 s

window shown in (B).

(D) Regions of interest manually assigned to each

responsive glomerulus based on activity maps

for the fly shown in (C). On the right, the corre-

sponding glomerulus-based response profiles for

the different odors and control are shown. Profiles

were constructed for the 2 s window shown in (B).

(E) Correlation matrix representing the pairwise

similarities for the different odor response profiles

(n = 14 flies). Note that atf1& yeast odors supple-

mented with esters are more correlated to WT

yeast odor than atf1& yeast odor alone.

(F) Principal component analysis of the odor

response profiles. The first three components are

shown (total variances explained by first three

principle components [PCs] = 79.6%; PC1 =

59.4%; PC2 = 12.8%; PC3 = 7.4%). Upon addition

of more esters, the atf1& yeast odor representa-

tions are progressively pushed in the direction of

the representations of the WT yeast odor, indi-

cating a more-similar response.

Additional analyses are in Figure S3.

of D. melanogaster, which in turn pro-

motes dispersal of the yeast cells by the

insect vector. Using a combination of

molecular, behavioral, and neurobiological tests, we show that

acetate esters produced by yeasts change the antennal lobe

odor representations of Drosophila melanogaster and greatly in-

crease its attraction to yeast. Moreover, we identify two acetate

esters, ethyl acetate and isoamyl acetate, as the main signaling

molecules associated with this phenotype.

It is interesting to note that compounds like ethyl acetate and

isoamyl acetate render ripening fruits their typical aroma (Ver-

meir et al., 2009). It is therefore tempting to speculate that yeasts
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have evolved the capacity to synthesize these esters to mimic

this aroma in order to attract flies. However, it is difficult to

show that the yeast ATF1 gene specifically evolved to stimulate

the production of aroma compoundswith the aim of attracting in-

sects. Nonetheless, there are compelling arguments for this

hypothesis, because several reports demonstrate the intricate

mutualism between yeasts and flying insects like fruit flies (Gan-

ter et al., 1986; Giglioli, 1897; Gilliam et al., 1974; Phaff et al.,

1956; Reuter et al., 2007; Starmer et al., 1986; Stefanini et al.,

2012). For the yeast, dispersal is essential to reach new niches,

especially when nutrient levels are running low. Under these con-

ditions, the center of yeast colonies is expected to be a hypoxic

environment (Cáp et al., 2012) and hypoxic conditions may in-

crease ATF1 expression (Fujii et al., 1997), which in turn results

in increased acetate ester formation (Lilly et al., 2000; Malcorps

and Dufour, 1992; Verstrepen et al., 2003b). Hence, the produc-

tion of aroma compounds like isoamyl acetate could help alert

flies to the presence of yeast cells, a vital component of their

diet. Whereas some of the yeast cells are consumed by the in-

sects, a fraction of cells will stick to the fly body and get

dispersed to a different environment. Furthermore, yeasts might

reap more benefits from this interaction than mere dispersal.

Low nutrient levels trigger the formation of spores that can sur-

vive passage through the fly gut and promote outbreeding and

thus genetic variability (Freese et al., 1982; Reuter et al., 2007).

Additionally, it has been demonstrated that certain insects,

such as wasps, act as a reservoir for yeasts when environmental

conditions are harsh, for example, during a cold winter (Stefanini

et al., 2012).

A last important question is whether aroma-based attraction of

insects is limited to S. cerevisiae. In a first preliminary assay, we

observed that many different yeasts can be isolated from the

body of Drosophila isolated from natural environments and that

the vast majority of these yeasts produced aroma-active esters

(Table S2). Moreover, we also isolated several strong aroma-

producing yeasts from flowers. These preliminary results sug-

gest that aroma production is not restricted to S. cerevisiae

and may be a much more general theme in microbe-insect inter-

actions. This is further supported by other studies that reported

the isolation of many different yeast species from various insects

and the discovery that receptors for acetate esters are wide-

spread in insects (Galizia et al., 1999; Phaff et al., 1956). The

formation of fungal aroma compounds may even play a role in

mimicry and the relation between plants and their pollinators

(Dentinger and Roy, 2010; Stökl et al., 2010).

Lastly, our study also highlights the limitations of using stan-

dard laboratory conditions with pure single-species cultures.

Clearly, studyingmodel organisms in a more complex ecological

context will increase our understanding of physiology and may

help to reduce the number of genes with unknown functions.

EXPERIMENTAL PROCEDURES

Strains

Both ATF1 alleles in the Y182 strain were deleted using deletion cassettes

based on pUG6, conferring resistance to either Hygromycin B or G-418 disul-

fate. Both markers were removed through the Cre/LoxP technique using

pSH65. Deletions as well as marker removal were confirmed through (lack

of) growth on selective media, as well as PCR (primers in Table S3). Fermen-

tations performed with WT and mutant strains were analyzed using a head-

space-gas chromatography-flame ionization detector system; ethanol and

acetate levels were determined using enzymatic kits. Growth rates in liquid

YPDweremeasured in an automatedmultimode plate reader, whereas growth

rates on solid media were determined using automated time-lapse micro-

scopy (New et al., 2014). Differences between strains were analyzed using

Mann-Whitney U tests.

Olfactory Preference Assays

Prior to testing, 50 CS10 flies were starved for 20 hr at %25#C in scintillation

vials containing a wet filter paper and then placed in the four-input arena. A

camera placed above the arena filmed each trial, each lasting 10 min (2 min,

odorless air; 3 min, odor exposure; 5 min, odorless air); each set of 50 flies

was tested three times. The number of flies in each quadrant was detected

by an automated MATLAB algorithm, based on binarized images. Paired

t tests were used for statistical comparisons. For the assays in large cages,

20 CS10 flies were starved for 20 hr at 25#C in vials containing 2% agarose.

Tests lasted 5 hr, after which all flies were sedated and the number of flies in

each trap was counted. Statistical analyses were performed using a general-

ized linear mixedmodel (GLMM), available in R-package lme4. For the calcium

Figure 4. Fruity Yeast Strains Get Dispersed

More by D. melanogaster

Two fluorescently labeled strains (green or red)

were plated equidistantly from the center of a

YPD agar plate (black circles; see also Figure S4

for details). A 20 hr-starved CS10 fly was intro-

duced to the plate, which was closed and placed

in a container, shielded from external light. After

14 hr, the fly was sedated and removed from the

plate, after which the plate was incubated for

48 hr at 30#C to allow growth of dispersed yeast

cells. Then, the spots from the initial inoculum

were removed and the remaining cells were

washed off the plate and analyzed using a flow

cytometer.

(A) Image of a representative plate after 48 hr

of incubation, before washing. The WT strain is

yECitrine-labeled (green-yellow) and the atf1&

strain mCherry-labeled (red). The image clearly shows that the atf1& (red) strain shows reduced dispersal by the flies.

(B) Violin plot of the fraction of dispersedWT cells (n = 95, excluding five samples where no cells were dispersed); black lines indicate quartiles andmedian. Fruity

WT cells were dispersed significantly more than atf1& cells, shown by the fact that the estimated fraction (gray band = 95% confidence interval) is significantly

higher than the 50% expected if dispersal was equal for both (binomial mixed model; p value < 1 3 10&10; details in Experimental Procedures).
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imaging experiments (Yaksi and Wilson, 2010), principle-component analyses

and Pearson’s correlations were calculated on the antennal lobe images

obtained during 2 s after response onset windows. For statistical analyses,

paired t tests were performed on antennal lobe peak responses and Mann-

Whitney for correlation coefficients comparisons.

Dispersal Experiments

Flies were starved for 20 hr at 25#C in vials containing 2% agarose. Dispersal

experiments were performed with custom-made plates (see Figure S4) filled

with YPD-2% agar. Statistical analyses of the dispersal of both strains were

performed using a GLMM, available in R-package lme4. Significance of devi-

ation from 50:50 was tested using a Wald z test, also available in lme4.

SUPPLEMENTAL INFORMATION

Supplemental Information includes Supplemental Experimental Procedures,

four figures, three tables, and three movies and can be found with this article
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SUMMARY

The presence of DNA in the cytoplasm is a danger
signal that triggers immune and inflammatory re-
sponses. Cytosolic DNA binds to and activates cyclic
GMP-AMP (cGAMP) synthase (cGAS), which pro-
duces the second messenger cGAMP. cGAMP binds
to the adaptor protein STING and activates a
signaling cascade that leads to the production of
type I interferons and other cytokines. Here, we
report the crystal structures of human cGAS in its
apo form, representing its autoinhibited conforma-
tion as well as in its cGAMP- and sulfate-bound
forms. These structures reveal switch-like conforma-
tional changes of an activation loop that result in the
rearrangement of the catalytic site. The structure of
DNA-bound cGAS reveals a complex composed of
dimeric cGAS bound to twomolecules of DNA. Func-
tional analyses of cGAS mutants demonstrate that
both the protein-protein interface and the two DNA
binding surfaces are critical for cGAS activation.
These results provide insights into the mechanism
of DNA sensing by cGAS.

INTRODUCTION

Infectious microorganisms contain and need nucleic acids in

their life cycles. The innate immune system has evolved to

recognize microbial DNA and RNA as an essential strategy for

host defense (Takeuchi and Akira, 2010). Following endocy-

tosis, microbial DNA and RNA can be detected in the endo-

some by the transmembrane Toll-like receptors, which then

initiate signal transduction cascades in the cytoplasm that

lead to activation of the transcription factors NF-kB and

interferon regulatory factors (IRFs; e.g, IRF3 and IRF7). These

transcription factors then enter the nucleus to induce type I in-

terferons (IFNs) and other antimicrobial molecules. For those

microbes that have succeeded in invading and replicating in-

side the host cells, the microbial DNA and RNA are detected

in the cytoplasm by the innate immune systems. Viral RNA,

which usually contains 50-triphosphate and/or the double-

stranded RNA (dsRNA) structure, is detected by the RIG-I family

of receptors (Rehwinkel and Reis e Sousa, 2010; Yoneyama

and Fujita, 2009). RIG-I then activates NF-kB and IRFs through

the mitochondrial adaptor protein MAVS (also known as IPS-1,

VISA, or CARDIF).

We recently identified cyclic GMP-AMP synthase (cGAS) as

the cytosolic DNA sensor that triggers type I IFN production

(Sun et al., 2013; Wu et al., 2013). cGAS binds to microbial

DNA as well as self DNA in a sequence-independent manner,

whichmay allow this DNA sensor to detect any DNA that invades

the cytoplasm. Upon DNA binding, cGAS is activated to catalyze

the synthesis of a unique isomer of cyclic GMP-AMP (cGAMP)

from ATP and GTP. This cGAMP isomer contains two phospho-

diester bonds: one between 20-OH of GMP and 50-phosphate of

AMP, and the other between 30-OH of AMP and 50-phosphate of

GMP (Ablasser et al., 2013; Diner et al., 2013; Gao et al., 2013b;

Zhang et al., 2013). This cGAMP, termed 2030-cGAMP, functions

as a second messenger that binds to the endoplasmic reticulum

membrane protein STING (also known as MITA, MPYS, or ERIS)

(Barber, 2011; Wu et al., 2013; Zhang et al., 2013). This binding

induces a conformational change of STING, which then recruits

the kinases IKK and TBK1 to activate NF-kB and IRF3, respec-

tively (Ishikawa and Barber, 2008; Tanaka and Chen, 2012).

Recent genetic studies have validated the essential role of

cGAS in sensing cytosolic DNA in multiple cell types and in

immune defense against DNA viruses in vivo (Li et al., 2013b).

In addition, cGAS has been shown to be an innate immune

sensor of retroviruses, including HIV (Gao et al., 2013a).

In this study, we investigated the mechanism by which cGAS

is activated by DNA through crystallographic and biochemical

approaches. We determined the human cGAS structures in their

apo form, which represents the autoinhibited conformation,

as well as in their 2030-cGAMP-bound and sulfate-bound

forms, which are captured in a locally activated conformation,

as compared with the mouse cGAS-DNA complex. On the basis
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of these structures, we identified a conserved activation loop

in cGAS, located near the primary DNA binding surface, that

exhibits switch-like conformational changes after DNA binding.

Surprisingly, in contrast to recent structural analyses, which

focused on a cGAS-DNA complex that contains one molecule

of cGAS and one molecule of DNA (Civril et al., 2013; Gao

et al., 2013b; Kranzusch et al., 2013), we found that cGAS

forms a 2:2 complex with DNA. Mutagenesis experiments

demonstrated that the two DNA binding surfaces and the pro-

tein-protein interface of cGAS are important for IRF3 activation

and IFNb induction.

RESULTS

Overall Structure of cGAS in the Apo Form
Human cGAS contains 522 amino acid residues, in which the N

terminus containing approximately 160 residues is predicted to

be unstructured and was previously shown to be dispensable

for DNA-dependent cGAMP synthesis (Sun et al., 2013). We ex-

pressed a truncated human cGAS (residues 147–522) in E. coli

as a SUMO fusion protein and purified it after removal of the

SUMO tag. We determined the crystal structure of this human

cGAS protein in its apo form at 2.45 Å using the selenomethio-

nine derivative (Figures S1 and S2A; Table S1). Similarly to the

recently reported structures of cGAS from different species

(Civril et al., 2013; Gao et al., 2013b; Kranzusch et al., 2013),

human cGAS adopts an overall fold of mixed a/b topology, which

is composed of two lobes (Figure 1A, left and middle). The N-ter-

minal lobe comprises a series of central-twisted b sheets (b1–b9)

flanked by a1–a7 helices. The C-terminal lobe is a compact

a-helix bundle (a8–a12), including a conserved zinc binding

motif. The catalytic residues (Glu225, Asp227, and Asp319) are

located on the central b sheet, the side chains of which point

to the cleft between the N lobe and C lobe. Two residues

(Gly212 and Ser213) are in a highly conserved loop region, con-

necting the first and second b strands (b1 and b2; Figure 1A,

right). Mutations of Gly212 and Ser213 to alanine abolish the

cGAS activity (Sun et al., 2013), underscoring the functional

significance of this loop region. Herein, we refer to this loop (res-

idues 210–220 in human cGAS; Figure S1) as the activation loop

(see details below).

The Structure of cGAS in Complex with 2030-cGAMP
We attempted to cocrystallize human cGAS in complex with

double-stranded DNA (dsDNA), but failed to obtain well-diffract-

ing crystals. In the meantime, we were able to obtain well-

diffracting crystals of cGAS (residues 161–522) bound to its

product 2030-cGAMP. We determined the structure of this com-

plex by molecular replacement (MR), using apo cGAS as the

search model, and refined it to 2.44 Å with good Rfree values

and stereochemistry (Figure S2B; Table S1). A simulated anneal-

ing omit map and 2Fo-Fc electron density map revealed decent

density for 2030-cGAMP (Figure 1B). 2030-cGAMP sits at the lower

part of the cleft between the N lobe and C lobe (Figure 1C, left).

The catalytic residues Asp227 and Asp319, in addition to

Lys362, Arg376, and Ser434, interact with 2030-cGAMP through

multiple polar contacts (Figure 1C, right). The base group of

adenine moiety stacks against the aromatic residue Tyr436

(Figure 1D). The residues involved in 2030-cGAMP binding are

identical to the corresponding residues identified in the recently

determined structure of mouse cGAS that contains a 16-bp

dsDNA in addition to 2030-cGAMP (Protein Data Bank ID code

[PDB] 4K9B; Figure 1D; Gao et al., 2013b).

The Structure of cGAS in Complex with Sulfate Ions
We crystallized human cGAS (161–522) in the presence of 2 M

(NH4)2SO4 and refined the structure to 2.25 Å (Figure S2C; Table

S1). During the structure refinement, two pieces of spherical

electron density were observed in the cleft between the N lobe

andC lobe (Figure 1E). They likely represent sulfate ions because

of the crystallization condition. Sulfate ions are often utilized to

mimic phosphate groups and interact with the phosphate bind-

ing site in order to trap specific conformations of kinase or nucle-

otide cyclase (Jeong et al., 2003; Tanaka et al., 2010). After fitting

two sulfate ions in the cleft, we found that the first sulfate ion, in

the upper part of the cleft, was well coordinated by the sur-

rounding residues Ser213, Lys414, and Ser435 (Figure 1F). If

the sulfate-bound cGAS structure is superimposed with the

mouse-cGAS-DNA-linear-20-GTP-GMP ternary complex (PDB

4K98), the first sulfate ion is located in a position similar to that

of the g-phosphate group in the GTP moiety, whereas the sec-

ond ion sits near the a-phosphate group in the GMPmoiety (Fig-

ure 1G). The structural similarity among cGAMP-bound human

cGAS, sulfate-bound human cGAS, and DNA-bound mouse

cGAS suggests that cGAS is trapped in a locally activated

conformation in the presence of 2030-cGAMP or sulfate ions.

Conformational Changes in the Activation Loop of cGAS
A comparison of the activation loops in apo cGAS and the other

two ligand-bound cGAS structures reveals that the loop un-

dergoes significant conformational changes (Figure 2A). The

activation loop is not involved in the crystal-packing interface

(Figures S3A–S3C). The 2Fo-Fc electron density maps of the acti-

vation loops of apo cGAS and sulfate-bound cGAS are of decent

quality (Figure 2B). The sulfate ion in the upper part of the cleft

interacts directly with Ser213 in the activation loop (Figure 1F),

resulting in a fixed loop orientation. However, the activation

loop in the cGAMP-bound cGAS structure appears relatively

more flexible (Figure 2A), probably because 2030-cGAMP binds

to the lower part of the cleft and releases the activation loop to

some extent (Figure 1C).

The conformational changes of the activation loop include not

only an inward movement of the protruded loop (Gly212 and

Ser213) but also an outward shift of Val218 and Lys219 in order

to empty the pocket for the substrates (in this case, the sulfate

ions that mimic the phosphate moieties of nucleotides; Figures

2C and 2D; Movie S1). Besides the rearrangement in the cleft

of the active site, the N lobe also exhibits conformational

shifts, especially in a2, a4, and the b sheet formed by b5, b6,

b7, and b2 (Figures 2E and 2F; Movies S2 and S3). This region

exhibits high B factors, suggesting relatively high mobility

(Figure S3D).

The large conformational change of the activation loop from

apo cGAS to sulfur-bound cGAS raises the question of how

such conformational change is triggered. On the backside of

the cleft, there is one positively charged patch, which was
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recently shown to bind DNA (Civril et al., 2013; Gao et al., 2013a;

Kranzusch et al., 2013). Interestingly, the activation loop,

pointing outward in apo cGAS, hinders the interaction between

human cGAS andDNA (Figure 3A). The sulfate ions trap a confor-

mation that displays several positively charged patches and is

able to accommodate the modeled dsDNA helix (Figure 3B).

Figure 1. Overall Structures of Human cGAS in the apo Form or in Complex with 2030-cGAMP or Sulfate Ions
(A) Overall structure of human cGAS in the apo form. The catalytic residues are shown in sticks. Two perpendicular views and a close-up view of the conserved

loop connecting the first and second b strands are shown. The residues in the loop are shown in sticks.

(B) The simulated annealing omit map (top) and the 2Fo-Fc electron density map (bottom) for 2030-cGAMP are contoured at 3.0 s and 1.0 s, respectively.

(C) Overall structure of cGAS in complex with 2030-cGAMP (left). The cleft between the N lobe and C lobe is highlighted by a green rectangle. 2030-cGAMP binds to

cGAS by multiple polar contacts (right).

(D) Residues involved in 2030-cGAMP binding are identical to the ones in mouse-cGAS-DNA-2030-cGAMP ternary complex (PDB 4K9B).

(E) The simulated annealing omit map (top) and the 2Fo-Fc electron density map (bottom) for the sulfate ions are contoured at 4.0 s and 1.5 s, respectively.

(F) Overall structure of cGAS in complex with sulfate ions (left). The cleft between the N lobe and C lobe is highlighted by a green rectangle. Sulfate ion 1 is

coordinated by several polar residues (right).

(G) Residues involved in sulfate ion binding are conserved in mouse-cGAS-DNA-linear-20-GTP-GMP ternary complex (PDB 4K98). The position of sulfate ion 1 is

similar to the g-phosphate group of GTPmoiety, whereas the position of sulfate ion 2 is similar to the a-phosphate group of GMPmoiety. All of the structure figures

were prepared in PyMol (DeLano, 2002).

See also Figures S1 and S2.
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Figure 2. Ligand-Induced Conformational Changes of the Activation Loop and Active-Site Rearrangement of cGAS

(A) Comparison of the activation loops in apo cGAS (cyan), sulfate-bound cGAS (magenta), and cGAMP-bound cGAS (orange). The loop of cGAMP-bound cGAS

is shown by a dashed line because of its high flexibility. Two perpendicular views are shown. The same color scheme is applied unless indicated otherwise.

(B) The 2Fo-Fc electron density maps of the activation loop in apo cGAS (left) or sulfate-bound cGAS (right), shown in blue mesh, are contoured at 0.8 s.

(C) The activation loop undergoes significant conformational changes in the presence of sulfate ions (right) compared with apo cGAS (left). a2 helix is used as the

reference.

(D) Val218 and Lys219 (yellow) occupy a large part of the cleft between the N lobe and C lobe in apo cGAS. The sulfate ions are shown in red spheres in the right

panel.

(E and F) The N lobe of cGAS exhibits distinguishable conformational shifts in the presence of 2030-cGAMP (E) or sulfate ions (F) as compared with the apo form.

See also Figure S3 and Movies S1, S2, and S3.
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We examined a series of conserved positively charged resi-

dues located on the potential DNA binding surface by mutagen-

esis. Expression plasmids encoding wild-type or mutant human

cGAS were transfected into human embryonic kidney 293T

(HEK293T) cells stably expressing STING and an IFNb-luciferase

reporter. Luciferase activity and IRF3 dimerization assays show

that Lys384, Lys407, and Lys411 are critical for cGAS function

(Figure 3C). Lys407 and Lys411 are located on the preexisting

positively charged patch, whereas Lys384 is near the activation

loop and is exposed only in sulfate-bound cGAS (Figure 3D).

Notably, mutations of several positively charged residues in

the first and second a helices (R166A, K187A, and K198A) of

cGAS did not abrogate its ability to induce IFNb or activate

IRF3 (Figure 3C).

Modeling of the cGAS structures bound to the B-form dsDNA

shows that the DNA binding clashes with the protruded activa-

tion loop, causing this loop to move inward and rearrange the

active site (Figure 3E; Movie S1). In contrast, modeling using

the A-form dsRNA shows that the activation loop inserts into

the major groove of dsRNA without causing detectable con-

formational changes (Figure 3F), which may explain why cGAS

cannot be activated by dsRNA.

cGAS Forms a 2:2 Functional Complex with DNA
To further understand how DNA binding activates cGAS, we

solved the crystal structure of mouse cGAS in the presence of

DNA. The same mouse cGAS protein and DNA were previously

used to obtain the crystal structure of a cGAS-DNA complex,

which was interpreted to contain one cGAS and one DNA (Gao

et al., 2013b). However, we found that each asymmetric unit con-

tains two cGAS molecules and two DNA molecules (Figure 4A).

Besides the primary DNA binding surface (surface 1), which is

identical to the ones reported previously (see also Figures 3B

and 3D) (Civril et al., 2013; Gao et al., 2013b), cGAS has another

surface area, composed of two positive patches, that interacts

with DNA (Figure 4B).

Closer inspection of the apo- and sulfate-bound human

cGAS also reveals a dimer in the crystal (Figures S4A and

S4B). Interestingly, Lys394 within the zinc finger of human

cGAS, corresponding to Lys382 in mouse cGAS, interacts

with the carbonyl oxygen atoms of Asn389 and Gly391 (Fig-

ure 4C). Lys347 in human cGAS (Lys335 in mouse cGAS) not

only mediates DNA binding (Figure 4B) but also interacts

with Glu398 from the adjacent protomer (Figure 4C). The inter-

action area is about 678 Å2 in total, suggesting a weak interac-

tion, which may be reinforced by the binding of cGAS to DNA.

Although it was not reported previously, the same dimer inter-

face exists in the previously published crystal structures of

apo- and DNA-bound cGAS proteins from different species

and crystallized under different conditions (Figures S4C–S4F)

(Civril et al., 2013; Gao et al., 2013a; Kranzusch et al., 2013),

strongly suggesting that the formation of cGAS dimer is not

a crystallographic artifact. Indeed, we found that Flag-cGAS

and hemagglutinin (HA)-cGAS coimmunoprecipitated from

HEK293T cells that expressed both of these proteins, suggest-

ing that cGAS may form a dimer or oligomer in mammalian

cells, perhaps in the presence of the transfected plasmid

DNA (Figure S4G).

Analytical ultracentrifugation (AUC) sedimentation velocity

(SV) experiments were performed to examine the hydrodynamic

behavior of mouse cGAS (m-cGAS) in the absence and presence

of DNA. Without DNA in solution, m-cGAS is a monomer that

sediments at 3.2 S at all concentrations (0.8–80 mM) studied

(Figure S4H). Thus, the m-cGAS dimer observed in the crystal

structures in the absence of DNA may be due to the very high

concentrations of cGAS under the crystallographic conditions.

However, in the presence of a 16-mer dsDNA, faster-sediment-

ing complexes are evident at 4.0 S, 5.3 S, and 6.5 S (Figure 4D).

The latter peak is close to that expected for a 2:2 complex. A

multisignal SV (Balbo et al., 2005; Padrick et al., 2010) analysis

demonstrates that the molar ratio of protein:DNA in this peak is

0.9:1 (Figure S4I). Thus, the hydrodynamics and composition

of this peak are consistent with the formation of the postulated

2:2 complex. The high concentrations needed to achieve this

complex (80 mM protein, 120 mM DNA) reflect the apparently

poor association constant of complex formation. The other

fast-sedimenting peaks mentioned here are likely DNA and pro-

tein whose time-average sedimentation coefficients have been

increased (resulting in ‘‘advanced species’’) by brief residencies

in complexes between the two.

The conclusion that the 6.5 S peak represents 2:2 complexes

is further buttressed by parallel experiments carried out with

the m-cGAS point mutant K335E (corresponding to K347 in hu-

man cGAS). As mentioned above, this residue mediates both

cGAS-cGAS and cGAS-DNA interactions (Figure 4C). Under

similar conditions (94 mM protein, 120 mMDNA), this mutant pro-

tein does not form fast-sedimenting complexes as efficiently as

the wild-type m-cGAS (Figure 4D). Although this mutant effi-

ciently binds DNA, its ability to form large complexes is greatly

diminished, and thus the population of 2:2 complexes must be

significantly smaller than that observed in the experiment with

wild-type cGAS. It appears, therefore, that Lys335 is very impor-

tant for the formation of the protein-protein interface, but its

mutation does not disrupt DNA binding, likely because the intact

DNA binding surface 1 and the other residues in the DNA binding

surface 2 can still mediate DNA binding. The resolved peaks in

this analysis likely consist of a combination of effective particles

(Schuck, 2010) containing various populations of possible com-

plexes and advanced species (Figure 4D, green curve).

In cell-based functional assays, point mutations of Lys347

(Lys335 in m-cGAS), Arg353, or Lys394 to Glu in the human

cGAS completely abolished its ability to activate IRF3 and

induce IFNb (Figure 4E). Although single mutations of Arg232,

Lys254, and Lys327 to Glu only partially impaired the activity

of cGAS, double (R236E/K254E and K254E/K327E) and triple

(R236E/K354E/K327E) mutations abolished the activity. These

results indicate that the second DNA binding site and the pro-

tein-protein interface in cGAS are important for activation of

the type I IFN pathway (Figure S4J; Movie S4).

DISCUSSION

In this study, we determined the crystal structures of human

cGAS in its apo form, 2030-cGAMP-bound form, and sulfate-

bound form. Structural alignment with the DNA-bound mouse

cGAS shows that the ligand-bound human cGAS resembles
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the activated conformation induced by DNA binding. In apo

cGAS, the activation loop points to the outside. Once cGAS

encounters cytosolic B-form DNA, the preexisting positively

charged patch (Lys407, Lys411, and other DNA binding residues

on a1 and a2 helices) ‘‘grabs’’ the DNA. The steric clash between

the DNA and the activation loop ‘‘switches on’’ dramatic con-

formational changes in the loop region such that new positively

charged patches are formed, including the exposure of

Lys384, allowing further DNA binding (Figure 3E; Movie S1).

The DNA binding causes the activation loop to move inward,

thus rearranging the active site to catalyze cGAMP formation

(Movie S4).

While wewere refining the cGAS structures, three groups pub-

lished the crystal structures of cGAS (Civril et al., 2013; Gao

et al., 2013b; Kranzusch et al., 2013). Gao et al. (2013b) and Civril

et al. (2013) determined the crystal structures of mouse cGAS

and porcine cGAS, respectively, in both the apo form and

DNA-bound form. Both groups observed that the first and sec-

ond helices bind to DNA and undergo conformational shifts.

Although Gao et al. (2013b) showed that none of the single-point

mutations of the positive residues on a1 and a2 helices abro-

gated the DNA-dependent activity of cGAS, Civril et al. (2013)

found that the doublemutant K173A/R176A on a1 helix of human

cGAS had greatly reduced activity. More recently, Li et al.

(2013a) showed that R158E of mouse cGAS (equivalent to

K173 of human cGAS) was largely defective in cGAMP synthesis

and IFNb induction. Thus, DNA binding to the first two a helices

of cGAS likely contributes to its activation. However, this is not

sufficient. Here we show that the switch-like movement of the

activation loop, which is triggered in part by DNA binding to

the positively charged residues (K384, K407, and K411) located

in a7 and a8 surrounding the zinc finger, mediates cGAS activa-

tion. Contrary to our results, which showed that K384A or K407A

mutation abolished cGAS activity, Gao et al. (2013b) found that

mutations of the corresponding residues in mouse cGAS did

not impair its activity. However, two recent reports presented

evidence showing that point mutations of K384, K407, and

K411 in human cGAS or the corresponding residues in mouse

cGAS abolished its ability to induce IFNb (Kato et al., 2013; Li

et al., 2013a).

Interestingly, mouse cGAS is able to tolerate G199A muta-

tion, but G199P or G199AS200A largely abolishes its activity

(Sun et al., 2013; Gao et al., 2013b), suggesting a crucial role

of the loop flexibility in the activation process. The S200A mu-

tation has little effect on cGAS activity, presumably because it

does not affect the loop flexibility, and the binding of the g-

phosphate group from the substrate (sulfate ion in our structure)

involves multiple polar contacts besides the interaction with

S200 (S213 in human cGAS). Kranzusch et al. (2013) deter-

mined the crystal structure of human cGAS in its apo form.

The activation loop in this structure also protrudes to the

outside, even though the cGAS protein fragment and the crys-

tallization conditions were distinct from what were used in our

study, suggesting that the outward protrusion of the activation

loop in human cGAS is reproducible in different crystals.

Although the protrusion of the activation loop is less obvious

in mouse cGAS, the significant ligand-induced conformational

switch of the activation loop occurs in both human and mouse

cGAS structures.

cGAS is not the only protein that possesses an activation loop.

A conserved activation segment, starting with the DFGmotif and

endingwith the APEmotif, exists in all protein kinase families and

is also crucial for catalytic activity (Endicott et al., 2012). The DFG

loop has been shown to be an important drug target. The identi-

fication of the activation loop in cGAS reveals a mechanism of its

activation by DNA and may assist in the development of cGAS

inhibitors.

Surprisingly, we found that the cGAS structures we deter-

mined and those that were published previously all form an iden-

tical dimer in the crystal (Figures 4 and S4) (Civril et al., 2013; Gao

et al., 2013a; Kranzusch et al., 2013). These findings indicate

that cGAS itself may form a dimer. However, our AUC analysis

shows that the mouse cGAS protein does not form a dimer in

the absence of DNA at all concentrations tested. In the presence

of DNA, cGAS forms a 2:2 complex with DNA in solution, consis-

tent with the crystal structure. A significant amount of this

complex was detectable only when both cGAS and DNA were

present at high concentrations, suggesting that the complex

has a poor association constant. This is consistent with the

fact that very few residues, notably K347 and K394 in human

cGAS, are involved in the protein-protein interface. Despite

this weak interaction, point mutation of either K347 or K394

completely abolishes the ability of cGAS to induce IFNb, under-

scoring the functional importance of forming the oligomeric com-

plex. While our paper was in revision, Li et al. (2013a) reported

that DNA binding induces oligomerization of cGAS that is impor-

tant for its activation. Consistent with our results, these authors

showed that mutations of cGAS at residues on the second

DNA binding surfaces and at the protein dimer interface abolish

cGAMP synthesis and IFNb induction. Although both studies

independently identified a common set of residues involved in

protein-DNA and protein-protein interactions, we identified and

validated additional key residues that are crucial for cGAS func-

tions. For example, we show that K411 and R353 are critical

Figure 3. The Primary DNA Binding Surface of cGAS Is Essential for IFNb Induction

(A and B) Electrostatic representations of apo cGAS (A) and sulfate-bound cGAS (B). A series of positively charged patches in sulfate-bound cGAS indicate the

potential primary DNA binding surface.

(C) Expression plasmids encoding wild-type (WT) and variousmutants of human cGAS fragments (161–522) containing alanine substitutions of positively charged

residues shown in (B) were transfected into HEK293T-STING-IFNb luciferase reporter cells followed by luciferase assays to measure IFNb induction. Aliquots of

the cell extracts were immunoblotted with an IRF3 antibody following native gel electrophoresis (middle) or with a cGAS antibody flowing SDS-PAGE (bottom).

The error bars represent variation ranges of duplicate experiments.

(D) Functionally important positively charged residues, shown in green sticks, are located in the center of the primary binding surface.

(E and F) Docking B-form DNA to apo cGAS (E) results in a steric clash between the activation loop and the DNA, which likely triggers the inwardmovement of the

activation loop. However, docking A-form RNA to apo cGAS (F) does not reveal the steric clash or the movement of the activation loop. The activation loop is

colored in cyan. Loss-of-function mutations on the primary DNA binding surface are shown in sticks and colored in green.
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Figure 4. cGAS Forms a Functional 2:2 Complex with DNA

(A) Crystal structure of mouse cGAS in complex with a 16 bp dsDNA. Each asymmetric unit contains one 2:2 complex, composed of two protein molecules and

two DNA molecules. Two perpendicular views are shown.

(B) Electrostatic representations of the DNA binding surface 2 of mouse cGAS (left). Conserved positively charged residues are shown on the right, with the

corresponding residues in human cGAS shown in parentheses.

(legend continued on next page)
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residues in DNA binding surfaces 1 and 2, respectively. In addi-

tion, our results reveal the activation loop of cGAS that is impor-

tant for switching on the active-site rearrangement in response

to DNA binding. Future studies should determine whether and

how the formation of the cGAS oligomeric complex is regulated

in cells to provide a sensitive and timely response to DNA that

invades the cytoplasm.

EXPERIMENTAL PROCEDURES

Truncated human cGAS (147–522 in the apo form, and 161–522 in the 2030-
cGAMP-bound form and sulfate-bound form) and mouse cGAS (147–507)

were expressed in E. coli BL21 (DE3) pLysS as cleavable SUMO fusion pro-

teins. The recombinant proteins were purified by Ni2+-nitrilotriacetate affinity

resin (QIAGEN) followed by SUMO protease digestion at 4#C overnight.

Further purification was applied on a Heparin column (GE Healthcare). The

peak fractions of the protein were collected and concentrated to 6 mg/ml for

crystallization trials. The selenomethionine-derivatized protein was purified

similarly as described above. All of the crystals were grown at 20#C by the

hanging-drop vapor diffusion method. The data were collected at 19-ID at

the Advanced Photon Source (APS) or by using a Rigaku FR-E copper

rotating-anode generator and an R-AXIS IV2+ imaging-plate area detector

(Rigaku Americas). The data were integrated and scaled with the HKL2000

package (Otwinowski and Minor, 1997). Initial phases were generated using

anomalous differences of a 2.95 Å Se derivative data set by single-wavelength

anomalous dispersion (SAD). The phase information was improved by MR-

SAD using another 2.45 Å Se derivative data set. The initial model was built us-

ing the Autobuild suite aided by manual correction of the coordinates in COOT

(Emsley et al., 2010). The cGAMP-bound cGAS and sulfate-bound cGAS

structures were determined by MR using apo cGAS as the search model.

The mouse cGAS DNA complex structure was solved by MR using 4K98 as

the searchmodel. AUC experimentswere carried out using a BeckmanCoulter

Optima XL-I ultracentrifuge with samples in a buffer containing 25 mM Tris pH

8.0 and 25 mM NaCl. Data were acquired using both interference optics and

absorbance optics. To test the IFNb-inducing ability of different cGAS

mutants, expression plasmids were transfected into HEK293T-STING-IFNb

luciferase reporter cells. After 24 hr of transfection, the lysatewas used tomea-

sure firefly luciferase activity (Promega).

See the Supplemental Experimental Procedures for details.

ACCESSION NUMBERS

The coordinates of the structures of cGAS in its apo- and ligand-bound forms

have been deposited in the RCSBPDB under the following accession numbers

4O68 (human cGAS alone), 4O69 (sulfate-bound human cGAS), 4O67 (2030-
cGAMP-bound human cGAS), and 4O6A (DNA-bound mouse cGAS).

SUPPLEMENTAL INFORMATION

Supplemental Information includes Supplemental Experimental Procedures,

four figures, one table, and fourmovies and can be foundwith this article online

at http://dx.doi.org/10.1016/j.celrep.2014.01.003.

ACKNOWLEDGMENTS

We thank Drs. Diana Tomchick and Thomas Scheuermann at UT South-

western Medical Center for assistance in crystallography and AUC experi-

ments, respectively. Results shown in this report are derived from work

performed at the Advanced Photon Source, Structural Biology Center at

Argonne National Laboratory. Argonne is operated by University of Chicago

Argonne, LLC, for the Office of Biological and Environmental Research, U.S.

Department of Energy, under contract DE-AC02-06CH11357. This work was

supported by an NIH grant (AI-093967) to Z.J.C. and an international graduate

student fellowship from the Howard Hughes Medical Institute (HHMI) to J.W.

Z.J.C. is an investigator of the HHMI.

Received: December 3, 2013

Revised: December 20, 2013

Accepted: January 2, 2014

Published: January 23, 2014

REFERENCES

Ablasser, A., Goldeck, M., Cavlar, T., Deimling, T., Witte, G., Röhl, I., Hopfner,
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SUMMARY

Generation of genetically engineered mouse models
(GEMMs) for chromosomal translocations in the
endogenous loci by a knockin strategy is lengthy
and costly. The CRISPR/Cas9 system provides an
innovative and flexible approach for genome engi-
neering of genomic loci in vitro and in vivo. Here,
we report the use of the CRISPR/Cas9 system for
engineering a specific chromosomal translocation
in adult mice in vivo. We designed CRISPR/Cas9 len-
tiviral vectors to induce cleavage of the murine
endogenous Eml4 and Alk loci in order to generate
the Eml4-Alk gene rearrangement recurrently found
in non-small-cell lung cancers (NSCLCs). Intratra-
cheal or intrapulmonary inoculation of lentiviruses
induced Eml4-Alk gene rearrangement in lung cells
in vivo. Genomic and mRNA sequencing confirmed
the genome editing and the production of the Eml4-
Alk fusion transcript. All mice developed Eml4-Alk-
rearranged lung tumors 2 months after the inocula-
tion, demonstrating that the CRISPR/Cas9 system
is a feasible and simple method for the generation
of chromosomal rearrangements in vivo.

INTRODUCTION

Chromosomal rearrangements are key causative events in

several types of human cancers (Gostissa et al., 2011; Mitelman

et al., 2007). The generation of genetically engineered mouse

models (GEMMs) that faithfully recapitulate chromosomal rear-

rangements have been instrumental to advance the understand-

ing of the biology and therapy of cancer (Rabbitts et al., 2001).

However, design and generation of GEMMs for chromosomal re-

arrangements targeted in the endogenous loci is expensive and

time consuming. The bacterial type II clustered regularly inter-

spaced short palindromic repeat (CRISPR)/CRISPR-associated

(Cas) systems have recently shown great potential for RNA-

guidedgenomeediting, includingmultiplexing genomeengineer-

ing (Cong et al., 2013; Mali et al., 2013), homologous recombina-

tion and gene targeting (Wang et al., 2013; Yang et al., 2013), and

regulation of transcription (Gilbert et al., 2013). CRISPR/Cas9

systems have been successfully used for precise genome editing

in mouse embryonic stem cells (ESCs) and targeted biallelic

mutagenesis in F0 zebrafish (Jao et al., 2013; Wang et al., 2013;

Yang et al., 2013). Recently, CRISPR-Cas9 systems have been

used to efficiently edit the genome of adult mice in vivo in liver

and muscle (Long et al., 2014; Xue et al., 2014; Yin et al., 2014).

The RNA-guided Cas9 endonuclease induces sequence-spe-

cific DNA double-strand breaks (DSBs) that are repaired mostly

by the classical and alternative nonhomologous end-joining

pathways (c-NHEJ or AEJ) or by homology-directed repair

(HDR) (Boboila et al., 2012). The DSB repair mediated by end-

joining pathways can lead to insertion/deletion (indel) mutations,

but it can also be inappropriately resolved into a chromosomal

rearrangement (Alt et al., 2013; Chiarle et al., 2011; Klein et al.,

2011). During the last few years, several studies demonstrated

that DSBs generated by genome editing tools like zinc-finger

nucleases (ZFNs) and transcription activator-like effector nucle-

ases (TALENs) can be resolved into chromosomal rearrange-

ments in human cell lines (Brunet et al., 2009; Lee et al., 2012;

Piganeau et al., 2013) and zebrafish (Gupta et al., 2013; Xiao

et al., 2013). Similarly, recent reports in cell lines in vitro demon-

strated the potential application of the CRISPR/Cas9 system to

induce, at high frequency, targeted cancer-associated chromo-

somal rearrangements in human cell lines, such as EML4-ALK,

CD74-ROS1, KIF5B-RET, EWSR1-FLI1, and AML1-ETO rear-

rangements, by designing pairs of specific guide RNAs for the

loci of interest (Choi and Meyerson, 2014; Torres et al., 2014).

EML4-ALK rearrangement is found in about 5%–7% of non-

small-cell lung cancers (NSCLCs) and is one of themost frequent

rearrangements in solid human cancers (Chiarle et al., 2008;

Soda et al., 2007). In NSCLC, the EML4-ALK rearrangement is

generated by an inversion of a chromosomal segment of %12

Mb on human chromosome 2 with breakpoints in intron 19 of

the human ALK gene and variable breakpoints in the EML4

gene, the most frequent being in intron 13 (Mano, 2008). This

chromosomal inversion generates an EML4-ALK fusion protein
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Figure 1. Generation of Eml4-Alk Rearrangements by the CRISPR/Cas9 System in Mouse Cells In Vitro

(A) Schematic representation of the CRISPR/Cas9-generated DSBs in the intron 19 of the Alk locus and in intron 13 of the Eml4 locus. Simultaneous generation of

DSBs induces a chromosomal inversion of %10 Mb, leading to the generation of the Eml4-Alk chromosomal rearrangement.

(B) Schematic representation of base pairing between Alk and Eml4 genomic loci and targeting sgRNAs. Red arrow indicates putative cleavage site.

(C) SURVEYOR assay for CRISPR/Cas9-mediated indels in the Alk and Eml4 genomic loci.

(D) Detection of Eml4-Alk rearrangements by PCR on genomic DNA extracted from ASB-XIV lung cell line transduced with lentivirus expressing the Cas9

nuclease (vector) alone or together with Eml4 or Alk sgRNA. Black arrows indicate PCR primers designed in intron 19 of the Alk locus and intron 13 of the

Eml4 locus.

(legend continued on next page)
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that has constitutive tyrosine kinase activity that drives NSCLC

growth (Chiarle et al., 2008; Shaw and Engelman, 2013).

In this study, we show the CRISPR/Cas9 system can be ex-

ploited to directly engineer Eml4-Alk rearrangements in vivo in

adult mice. As a consequence of Eml4-Alk rearrangement induc-

tion, mice developed lung tumors within a short period of time.

Therefore, this approach represents a simple and cost-effective

method to model chromosomal rearrangements that could be

used as an alternative to classical transgenic or knockin mice

for a variety of biological and cancer studies.

RESULTS

Generation of Eml4-Alk Rearrangements and Eml4-Alk

Fusion mRNA In Vitro by the CRISPR/Cas9 System
We engineered lentiviral vectors expressing Cas9 endonuclease

and single-guide RNA (sgRNA) specific for either the Eml4 or the

Alk mouse genomic locus. As the mouse Eml4 gene has a non-

coding exon 1, which is lacking in human EML4, we designed

sgRNAs to target intron 14 of the mouse Eml4 gene, which is

the equivalent of intron 13 of the human EML4 gene. However,

for parallelism with the human EML4-ALK rearrangement in

NSCLC, in this paper, we will refer to this as intron 13. In the

mouse Alk gene, the sgRNAs were designed to target intron 19

as in human EML4-ALK rearrangements, in order to generate

DSBs in that position and eventually obtain a chromosomal

breakpoint comparable to those found in humanNSCLC (Figures

1A and 1B). Out of several independent sgRNAs, we selected the

most efficient sequences by SURVEYOR assay for further use

(Cong et al., 2013) (Figure 1C).

Next, we tested whether the combination of the two lentivi-

ruses encoding Eml4 and Alk sgRNAs would induce Eml4-Alk

rearrangements at detectable frequency in murine cells. We

transduced either murine immortalized tail fibroblasts or a mu-

rine lung carcinoma cell line (ASB-XIV) with single or both len-

tiviruses. Six days after transduction, the genomic product

corresponding to the Eml4-Alk rearrangement was readily

detectable in both cell types only when both Eml4 andAlk sgRNA

lentiviruses were used (Figures 1D and S1A). We Sanger

sequenced several independent genomic breakpoint junctions

to show that the CRISPR/Cas9 system can generate either pre-

cise genomic junctions originated by direct repair of the pre-

dicted DNA cleavage sites (three bases on the 50 end of the

PAM sequence) or junctions with base insertions or deletions,

a process consistent with editing by NHEJ (Alt et al., 2013) (Fig-

ure 1E). As predicted by the genomic breakpoint, such engi-

neered Eml4-Alk rearrangements should produce in-frame

fusion Eml4-Alk mRNA transcripts joining coding exons 1–13 of

the Eml4 gene and exons 20–29 of the Alk gene. Indeed, we de-

tected in both cell lines mRNA fusion transcripts encoding for an

in-frame EML4-ALK chimeric protein identical to that found in

human NSCLC (Figures 1F, 1G, and S1B). Thus, the CRISPR/

Cas9 system can efficiently generate the desired chromosomal

rearrangement by introducing DSBs in the targeted sites.

Other chromosomal events could be predicted as the result of

the simultaneous activity of CRISPR/Cas9 on the Eml4 and Alk

loci located on the two alleles of chromosome 17. It is well known

that DSBs generated by nucleases located in cis on the same

chromosomal allele can result in deletions of the chromosome

portion between the two DSBs in the immunoglobulin H (IgH) lo-

cus (Zarrin et al., 2007) as well as in other genomic loci (Gostissa

et al., 2014). This general propensity of intrachromosomal DSBs

to be frequently joined, even at long distances, could be the

result of the nuclear architecture of chromosomal territories

(Hakim et al., 2012; Zhang et al., 2012). Thus, we investigated

whether intrachromosomal deletions were generated by the

simultaneous activity of CRISPR/Cas9 on the Eml4 and Alk

genes (Figure S1C). Indeed, in both fibroblast and lung cells,

we found genomic junctions that corresponded to a deletion of

the 10 Mb region between the Eml4 and Alk on chromosome

17 (Figure S2A). In addition to deletions, other complex chromo-

somal rearrangements could be also predicted, including the for-

mation of dicentric or acentric chromosomes, when DSBs on

both alleles of the Eml4 or the Alk locus are joined (Figure S1C).

However, we did not detect such rearrangements by PCR, indi-

cating that they could be rare or alternatively be lost during cell

replication because genetically unstable. Finally, we found

genomic junctions between the intron 13 of Eml4 and intron 19

of Alk (Figure S2B). These could be explained either as large

10 Mb deletion circles (Figure S1C) or as interchromosomal

translocations with duplication of the 10 Mb region between

the Eml4 and the Alk loci (Figure S1C). Therefore, we concluded

that engineering the genome with CRISPR/Cas9 system in two

independent loci leads to several genomic rearrangements that

can be predicted by the position of the targeted loci.

Generation of Eml4-Alk Rearrangements and Eml4-Alk

Fusion mRNA In Vivo by the CRISPR/Cas9 System
Next, we tested whether Eml4-Alk rearrangements could be ob-

tained in vivo in adult mice. Since Eml4-Alk rearrangements are

mostly found in human NSCLC, we delivered lentiviral particles

to lungs of adult mice either by intratracheal inoculation (Simp-

son et al., 2001) or by direct intrapulmonary injection (Onn

et al., 2003) (Figure 2A). We inoculated mice with both lentivi-

ruses expressing Cas9/Alk sgRNA and Cas9/Eml4 sgRNA. As

controls, we inoculated mice with lentiviruses expressing Cas9

without sgRNA or expressing Eml4 sgRNA or Alk sgRNA alone.

After 6 days of lentiviral inoculation, we took the lungs for DNA

isolation in order to investigate the presence of Eml4-Alk rear-

rangements by PCR and sequencing. Following intratracheal

inoculation or intrapulmonary injections, we detected Eml4-Alk

rearrangements inmice injectedwith both Eml4 andAlk sgRNAs,

but not in controls (Figure 2B). The pattern of genomic junctions

was similar to those obtained in cells in vitro, with perfect

(E) Examples of chromatograms showing a single base insertion, a microdeletion in the Alk intron, and a microdeletion in the Eml4 intron. Red or blue dashes,

deleted bases; green bases, insertions or mutations. Pred., sequence of the predicted genomic junction of Eml4-Alk rearrangement.

(F) Detection of Eml4-Alk fusion transcripts in ASB-XIV cell line transduced with lentiviral vectors as indicated in (D). RT-PCR shows a fusion transcript between

exon13 of Eml4 and exon 20 of Alk genes. Black arrows indicate the position of PCR primers.

(G) An example chromatogram showing the fusion transcripts producing an in-frame EML4-ALK chimeric protein.
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Figure 2. In Vivo Generation of Eml4-Alk Rearrangements in Mice

(A) Schematic diagrams showing intratracheal inoculations (I.T.) or intrapulmonary injections (I.P.) of CRISPR/Cas9 lentivirus and isolation of lung epithelial

cells.

(legend continued on next page)

1222 Cell Reports 9, 1219–1227, November 20, 2014 ª2014 The Authors



junctions or indels (Figure 2C). Remarkably, we also found in vivo

genomic junctions corresponding to a 10 Mb deletion or to an

interchromosomal translocation between the Eml4 and Alk

genomic loci (Figures S3A and S3B). To determine frequency

of cells in vivo carrying the genomic Eml4-Alk rearrangement,

or other genomic events such as 10 Mb deletions, after Eml4

and Alk sgRNA lentiviral infection, we applied a technique previ-

ously used to determine the frequency in cell populations of

chromosomal translocations such as IgH/c-myc in B lympho-

cytes (Chiarle et al., 2011). By this approach, in four independent

mice, we found 17 Eml4-Alk rearrangements in 114 independent

PCR reactions each from 105 cells. All the PCR products were

sequenced and confirmed to have the expected genomic

Eml4-Alk rearrangement. No Eml4-Alk rearrangements were

found in 152 independent PCR reactions from control mice

(i.e., in cells from mice infected with either empty or Alk

sgRNA-only lentivirus). Thus, we calculated that the frequency

of Eml4-Alk inversion in vivo was approximately 1.5 rearrange-

ments/106 cells for the amount of lentivirus and the technique

we used. When we studied the genomic product resulting from

the 10 Mb deletion, we found and confirmed by sequencing

PCR products corresponding to genomic deletion in 10 out of

38 independent PCR reactions from mice infected with both

Eml4 and Alk sgRNAs and in 0 out of 38 controls, giving an esti-

mated frequency of 2.6 deletions/106 cells. Finally, by isolating

mRNA, we found fusion transcripts coding for an in-frame

EML4-ALK chimeric protein as predicted by the genomic break-

point (Figure 2D). Thus, direct delivery of CRISPR/Cas9 elements

to epithelial lung cells can efficiently generate DNA DSBs in vivo

that are resolved into chromosomal rearrangements.

Eml4-Alk Inversion Inducedby theCRISPR/Cas9System
Drives Tumor Development in Lungs
A critical point was to determine whether the generation of Eml4-

Alk rearrangements by the CRISPR/Cas9 system was sufficient

to drive transformation of lung epithelial cells and therefore lung

tumor formation. Transgenic expression of the human EML4-

ALK cDNA under either a surfactant protein C (SPC) promoter

(Soda et al., 2008) or under a biscistronic CC10-rtTA doxycy-

cline-inducible promoter (Chen et al., 2010) induces the forma-

tion of lung tumors. We also developed a GEMMwith transgenic

expression of human EML4-ALK under the SPC promoter and

observed tumor formation with 100% penetrance. Tumor forma-

tion was further accelerated by heterozygous or homozygous

deletion of p53 (C.V. and R.C., unpublished data). Therefore, to

investigate whether the generation of Eml4-Alk rearrangements

was sufficient to induce lung tumor formation, we injected

CRISPR/Cas9 lentivirus expressing Eml4 and Alk sgRNAs in

p53+/& or p53&/&mice. Mice were sacrificed 8weeks after the in-

jection, and lungs were analyzed for the presence of tumors by

histology and immunohistochemistry. We found lung tumors in

six out of six p53&/& mice and in four out of four p53+/& mice,

but not in control mice (zero out of three p53&/& mice and zero

out of three p53+/& mice) (Figure 3A). Tumors were composed

of atypical epithelial cells that showed a strong positivity for

cytokeratin and a high proliferation index as determined by Ki-

67 (Figure 3B). To investigate whether tumor expressed the

EML4-ALK fusion protein, we performed immunohistochemistry

(IHC) against ALK with an antibody that recognizes the mouse

ALK protein. By this approach, we detected positive cells only

in tumors frommice infectedwithEml4 andAlk sgRNAs,whereas

normal lungs in control mice did not show detectable staining

(Figure 3C). Next, we wanted to investigate whether such tumors

indeed carried the engineered Eml4-Alk rearrangement at the

genomic DNA. We first used laser capture microdissection

(LCM) to dissect tumors and isolate genomic DNA for PCR anal-

ysis. As controls, we dissected similarly sized areas of lungs from

control mice or from nontumoral areas adjacent to the tumors of

mice injected with CRISPR/Cas9 lentivirus expressing Eml4 and

Alk sgRNAs. PCR amplification demonstrated the presence of

the expectedEml4-Alk rearrangements only in theDNAextracted

from tumors, but not in both types of controls (Figure 3E). Finally,

sequencing of the genomic junction obtained from tumor DNA

confirmed the expected Eml4-Alk rearrangement generated by

DSBs initiated by CRISPR/Cas9 activity (Figure 3F).

DISCUSSION

We have described a simple, fast, and rather inexpensive

technique to model oncogenic chromosomal rearrangements

directly in adult mice and induce tumor formation. In principle,

the CRISPR/Cas9 approach to engineer chromosomal rear-

rangements could be applied to most, if not all, chromosomal

rearrangements as predicted by recent in vitro studies (Choi

and Meyerson, 2014; Torres et al., 2014). This technique is

embedded with great potential, but we showed that it is also

associated with the formation of unwanted genomic rearrange-

ments, such as genomic deletions and, possibly, duplications.

Another caveat associated with the CRISPR/Cas9 system is

the generation of undesired off-targeting, which appeared as

an important concern in original in vitro studies, but it is probably

less relevant in vivo (Duan et al., 2014; Hsu et al., 2013; Kuscu

et al., 2014; Wu et al., 2014). Thus, all these elements must be

carefully considered during the application of such technique

to cancer studies.

We expect that this approach could be complementary or

even replace time consuming approaches such as traditional

knockin targeting of ESCs and lengthy crossing of GEMMs

with different genetic backgrounds. Indeed, clear advantages

implied by such approach are the possibility of using different

cancer-relevant mouse genetic backgrounds for functional

studies. To this end, we demonstrated the feasibility of engineer-

ing Eml4-Alk rearrangements in p53&/& or p53+/&mice, but virtu-

ally any viable mouse background could be used. We tested

(B) PCR assay 6 days after lentivirus injections demonstrates that Eml4-Alk rearrangements are detectable only in mice injected with CRISPR/Cas9 and Eml4 and

Alk sgRNA.

(C) An example chromatogram showing perfect Eml4-Alk genomic junction, as well as representative sequences of junctions identified from 17 out of 30 am-

plicons. Pred., sequence of the predicted genomic junction of Eml4-Alk rearrangement.

(D) Representative chromatogram of Eml4-Alk fusion transcripts obtained from mRNA extracted from lung cells in vivo.
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Figure 3. Lung Tumors Generated by CRISPR/Cas9-Induced Eml4-Alk Rearrangements

(A) Representative histological sections of lung tumors in p53+/&mice after intrapulmonary injections with twoCRISPR/Cas9 lentiviruses expressing the Eml4 and

Alk sgRNAs. Control p53+/& mice were injected with a lentiviral vector expressing CRISPR/Cas9, but not sgRNAs. Objective magnification, 103 (inset, 403).

Scale bars represent 100 mm.

(legend continued on next page)
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wild-type (WT) mice, but at 8 weeks of age, we could only find

small clusters of epithelial hyperplasia, possibly due to the

slower tumor development in WT mice as compared to p53&/&

or p53+/& mice. Thus, as compared to Eml4-Alk transgenic

mice, in our system, CRISPR/Cas9-induced tumorswere smaller

and less frequent, possibly due to the lower expression levels of

the Eml4-Alk fusion and the lower frequency of cells carrying the

Eml4-Alk rearrangement. Recently, it has been shown that ex-

pressing both sgRNAs in one single adenoviral vector is efficient

in inducing Eml4-Alk rearrangements and tumor development

(Maddalo et al., 2014).

Additional applications could be envisioned as the possibility

of combining several CRISPR/Cas9-mediated targeting for can-

cer studies. A recent work showed that in the liver of adult

mice, the simultaneous disruption of p53 and PTEN tumor sup-

pressors induced tumor formation (Xue et al., 2014). Therefore,

the possibility of combining CRISPR/Cas9-engineered chromo-

somal rearrangements with multiple targeted gene disruption of

oncosuppressors or oncogenes could greatly facilitate and

accelerate the study of the complexity of human cancers. The

recent generation of a Cre-dependent Cas9 knockin combined

with tissue-specific strains of Cre (Platt et al., 2014) could further

expand the potential use of the CRISPR/Cas9 system in vivo, as

several tissues such as nervous tissues or liver, skin, and bone

marrow could be targeted by this technology. To this end,

tissue-specific delivery methods to many organs could be easily

adapted to the delivery of sgRNAs for the generation of a variety

of tissue-specific genomic rearrangements.

EXPERIMENTAL PROCEDURES

Mice

All the animal experiments were approved by the Boston Children’s Hospital

(BCH) Institutional Animal Care and Use Committee. This review was conduct-

ed in accordance with the standards outlined in the National Research Coun-

cil’s Guide for the Care and Use of Laboratory Animals and BCH’s PHS

Assurance.

Cell Culture

Human embryonic kidney 293T (HEK293T) and ASB-XIV cell lines were grown

in Dulbecco’s modified Eagle’s medium (DMEM) supplemented with 10% fetal

bovine serum. Primary fibroblast cells were isolated frommouse tail, immortal-

ized with SV40 and maintained in DMEM/Hank’s solution.

CRISPR sgRNA Design and Cloning

Alk sgRNA and Eml4 sgRNA targeted sites were designed manually and

checked in silico. Oligomers were annealed and cloned in the BsmBI restric-

tion site of pHKO5 in order to achieve stable expression (Ran et al., 2013).

Sequences of Alk and Eml4 sgRNAs are listed in Table S1.

Lentivirus Production and Purification

To produce the lentiviruses, HEK293T cells were seeded at%70% confluence

in 10 cm dishes the day before transfection in D10 media (DMEM supple-

mented with 10% fetal bovine serum). For each dish, 18 mg of lentiCRISPR

plasmid and 3.6 mg of packaging plasmids (pVSV-G, REV, 8.74) were cotrans-

fected into HEK293T cells using a calcium phosphate transfection kit (Clon-

tech) following themanufacturer’s recommended protocol. After 30 hr, viruses

were harvested and concentrated by ultracentrifugation at 50,000 3 g for 2 hr

at 4#C and resuspended with sterile 1X PBS. Aliquots were stored at &80#C.
To evaluate the viral titers, we transduced ASB-XIV or mouse fibroblasts

with increasing dilutions of the lentivirus and then selected cells with puromy-

cin, as the lentiviral vectors express the puromycin resistance gene. Even if

puromycin selection likely underestimates the number of infectious particles,

by counting the numbers of puromycin-resistant cells, we calculated that

our lentiviruses contained at least a titer of 1–2 3 106/ml infectious particles,

with slight variations among different preparations. As we used 40 ml of virus

for each mouse inoculation, we estimated that we inoculated 4–83 104 infec-

tious particles/mouse.

Cell Transduction, Puromycin Selection, and Surveyor Assays

For transduction of fibroblasts or ASB-XIV cells with CRISPR/Cas9 lentivirus,

we seeded 2 3 104 fibroblasts or 8 3 104 ASB-XIV cells into six-well plates.

After 24 hr, transduction was performed in fresh media supplemented with

8 mg/ml polybrene (Sigma-Aldrich), and 48 hr later, optimal puromycin concen-

tration was added for selection (6 mg/ml for fibroblasts, 1 mg/ml for ASB-XIV)

until noninfected control group cells were completely dead. The SURVEYOR

assay was performed as described previously (Cong et al., 2013). Primers

used for PCR amplifications are indicated in Table S1.

In Vivo Lentiviral Transduction

Mice were inoculated with lentiviruses either by intratracheal inoculation

(Simpson et al., 2001) or by direct intrapulmonary injection (Onn et al.,

2003). Briefly, for intratracheal inoculation, a total volume of 40 ml from the

different lentiviral combinations was inoculated into 8-week-old BALB/c

mice as previously described (Blasco et al., 2011). For intrapulmonary injec-

tions, 40 ml volume was injected into the left lobule of 8-week-old mice as

previously described (Onn et al., 2003). Mice were sacrificed 6 days after in-

tratracheal inoculations or intrapulmonary injections for molecular studies

and 8 weeks after intrapulmonary injections for tumor studies. DNA was ob-

tained from the lungs of these mice following the classical phenol/chloroform

extraction.

PCR and RT-PCR for Eml4-Alk Rearrangements

PCR reactions for the different types of genomic rearrangements were per-

formed using DNA from transduced cell lines and lungs as indicated above.

Primers used for PCR amplifications are indicated in Table S1. In vivo rear-

rangements were identified by nested PCR. In a first round of 18 cycles,

1 mg of DNA was used for every reaction. In a second round of 25 cycles,

1 ml of the previous round was used for every reaction. Primers used for

PCR amplifications are indicated in Table S1.

For RT-PCR, cDNA synthesis was performed from extracted total RNA and

nested PCR was performed for determining the mRNA fusion transcripts orig-

inating from the Eml4-Alk rearrangement. RT-PCR reactions were sequenced

(B) Immunohistochemical staining for cytokeratin AE1/AE3 (top) and the proliferation marker Ki-67 (bottom) of a representative lung tumor from a p53+/& mouse

injected with two CRISPR/Cas9 lentiviruses expressing the Eml4 and Alk sgRNAs.

(C) Immunohistochemical staining for ALK in two representative lung tumors from a p53+/& mouse injected with two CRISPR/Cas9 lentiviruses expressing the

Eml4 and Alk sgRNAs (top), healthy tissue from the same animals (bottom left), and a human ALK-rearranged NSCLC (bottom right).

(D) Representative tumor and healthy lung areas before (left) and after (right) LCM isolation. Scale bars represent 150 mm.

(E) PCR assay on genomic DNA obtained from microdissected normal lung areas of mice injected with control CRISPR/Cas9 lentivirus (Lung areas of Control

mice) or nontumoral areas and tumors frommice injected with CRISPR/Cas9 lentiviruses expressing both the Eml4 and Alk sgRNAs (Normal LCM areas and Lung

tumors) demonstrates the presence of Eml4-Alk rearrangements in lung tumors, but not in control samples. Gel depicts one representative experiment of LCM

with three independent tumors out of four independent experiments. DNA from ASB-XIV cells infected with lentiviruses encoding both Elm4 and Alk sgRNAs was

used as a positive control for Eml4-Alk rearrangement.

(F) An example chromatogram showing an Eml4-Alk genomic junction in lung tumors from Eml4/Alk sgRNAs CRISPR/Cas9 lentivirus-injected mice.
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to confirm the Eml4-Alk in frame fusion. Primers used for PCR amplifications

are indicated in Table S1.

Immunohistochemistry and LCM

Formalin-fixed paraffin-embedded lung sections were stained with H&E and

cytokeratin AE1/AE3 in order to unambiguously detect tumor cells. ALK immu-

nostainingwasperformedusing ananti-ALK rabbitmonoclonal antibody (clone

sp8, Abcam) and Ki-67 immunostaining with a rabbit monoclonal (clone SP6,

Master Diagnostica). The consecutive sections were used for the LCM using

a PALMMicroBeam System (Carl Zeiss) controlled with PALM Robosoftware.

Approximately 300–500 microdissected cells per region (either tumor cells or

normal lung) were captured into caps of 0.5 ml PCR tubes and stored at

room temperature. DNAwas extracted andprocessed for nestedPCR. Primers

used for PCR amplifications are indicated in Table S1.

SUPPLEMENTAL INFORMATION

Supplemental Information includes three figures and one table and can be

foundwith this article online at http://dx.doi.org/10.1016/j.celrep.2014.10.051.

AUTHOR CONTRIBUTIONS

R.B.B. conceived the idea of usingCRISPR/Cas9 forEml4-Alk inversion in vivo,

performed experiments, prepared the figures, and corrected the manuscript.

E.K. provided ideas, performed experiments, and corrected the manuscript.

C.A performed the LCM experiment. T.C.C. contributed ideas. E.K., V.G.M.,

and C.V. helped with experiments. R.C. conceived, supported, and steered

the project; provided ideas; and wrote the manuscript.

ACKNOWLEDGMENTS

We thank Feng Zhang and themembers of his lab, Le Cong and Neville E. San-

jana, for sharing precious reagents and technical advice. We thank all the

members of our lab for discussions and technical help. This work was sup-

ported by grants FP7 ERC-2009-StG (proposal 242965, ‘‘Lunely’’), the Koch

Institute-Dana-Farber/Harvard Cancer Center Bridge Project, Associazione

Italiana per la Ricerca sul Cancro (AIRC) grant IG-12023, and International As-

sociation for Cancer Research (AICR) grant 12-0216. R.B.B. was supported by

a fellowship from the Ramon Areces Foundation. C.A. is supported by a fellow-

ship from the Asociación Española Contra el Cáncer (AECC).
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SUMMARY

To determine the long-term health and function of
transplanted dopamine neurons in Parkinson’s dis-
ease (PD) patients, the expression of dopamine
transporters (DATs) and mitochondrial morphology
were examined in human fetal midbrain cellular
transplants. DAT was robustly expressed in trans-
planted dopamine neuron terminals in the reinner-
vated host putamen and caudate for at least 14 years
after transplantation. The transplanted dopamine
neurons showed a healthy and nonatrophied
morphology at all time points. Labeling of the mito-
chondrial outer membrane protein Tom20 and a-syn-
uclein showed a typical cellular pathology in the
patients’ own substantia nigra, which was not
observed in transplanted dopamine neurons. These
results show that the vast majority of transplanted
neurons remain healthy for the long term in PD
patients, consistent with clinical findings that fetal
dopamine neuron transplants maintain function for
up to 15–18 years in patients. These findings are
critically important for the rational development of
stem-cell-based dopamine neuronal replacement
therapies for PD.

INTRODUCTION

There is a need to understand how transplanted neurons can

survive despite ongoing disease processes in the brains of pa-

tients with Parkinson’s disease (PD). Currently, there is some

controversy surrounding the neural transplantation field and

neuroscience research regarding interactions between poten-

tially pathological toxic proteins as a cause of neurodegenera-

tion, and the concept of ‘‘disease spread’’ from cell to cell (Des-

plats et al., 2009; Isacson and Mendez, 2010). The accumulation

of Lewy-body-like inclusions in some transplanted fetal dopa-

mine neurons after long-term survival (over a decade) in the PD

brain has been described (Cooper et al., 2009; Kordower et al.,

2008; Kurowska et al., 2011; Li et al., 2008). Such pathology is

a rare occurrence, with only a very low frequency (%1%) of

grafted neuromelanin-containing neurons in cell suspension

grafts exhibiting signs of a-synuclein pathology even 22 years

after grafting (Kurowska et al., 2011). These isolated cell inclu-

sions are not observed in all patients (Mendez et al., 2008) and

are usually found in less than 1%–5% of transplanted neurons

depending on the transplantation method used, and clinical

and postmortem data indicate that this rare pathology does

not affect overall graft function (Cooper et al., 2009; Isacson

and Mendez, 2010). It has been suggested that such Lewy-

body-like pathology is a product of protein transfer from the

parkinsonian host brain to the transplanted fetal cells (Kurowska

et al., 2011). However, a-synuclein pathology is not definitive for

PD, and incidental a-synuclein pathology has also been reported

in the normal aging brain, with frequencies of 8%–22.5% in

normal aging and up to 34.8% in centenarians (Ding et al.,

2006; Klos et al., 2006; Mikolaenko et al., 2005; Saito et al.,

2004; Wakisaka et al., 2003). Experimental paradigms of oxida-

tive stress (e.g., rotenone exposure) or neuroinflammation can

also induce a-synuclein accumulation in dopamine neurons

(Gao et al., 2008; Sherer et al., 2003).

Recent results from postmortem examinations of fetal ventral

mesencephalic grafts in PD patients suggested that dopamine

transporters (DATs) are downregulated in the transplanted dopa-

mine neurons (Kordower et al., 2008; Kurowska et al., 2011), and

that such changes (which also include reduction of the dopamine

neuron phenotypic marker tyrosine hydroxylase [TH]) are indica-

tive of neuronal dysfunction and PD pathophysiological changes

in the transplanted neurons. Since a cell therapy approach holds

considerable promise as a therapeutic strategy for PD (C.R.

Freed et al., 2013, Soc. Neurosci., conference; Kefalopoulou

et al., 2014; Ma et al., 2010; Mendez et al., 2005; Politis et al.,

2010, 2012), it is important to address the status of transplanted

fetal dopamine cells in more detail. In previous studies, we re-

ported surgical, clinical, and histopathological data obtained in

five patients with advanced idiopathic PD who had received

intracerebral transplantation of fetal dopaminergic cell suspen-

sion grafts 4–14 years earlier (Cooper et al., 2009; Mendez

et al., 2005, 2008). In those studies, therapeutic improvements

were seen without clinical side effects, such as off-period dyski-

nesias. Postmortem examinations demonstrated that grafted

dopaminergic neurons survived for up to 14 years posttransplan-

tation. In the current study, we examined DAT expression as a

measure of neuronal function, and the mitochondrial marker

Tom20 (translocase of outer mitochondrial membrane 20 kDa)
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to assess mitochondrial morphology, to further understand the

long-term phenotypical characteristics of the transplanted

dopamine neurons and potential effects of the aging of

transplants.

RESULTS

Dopamine Transporter Localization and Expression
in Transplanted Fetal Dopamine Neurons
In the present study, we assessed DAT immunostaining in 4- to

14-year-old grafts in five patients from our previously published

series (Mendez et al., 2005, 2008) in order to further understand

the long-term phenotypical characteristics of the transplanted

dopamine neurons and potential effects of the aging of

transplants.

We conducted immunofluorescence staining for DAT using a

monoclonal antibody that recognizes the N terminus of DAT

(Miller et al., 1997), and performed colabeling with a TH antibody

to label dopaminergic neurons and fibers. A general assessment

of the integrity of the grafted TH-immunoreactive neurons in all

patients revealed cells with a healthy appearance, including a

robust cell soma and absence of signs of atrophy (Figures 1A–

1C, 1F–1H, 1K–1M, and 1P–1R). In two independent patients

at 4 years posttransplantation (Figures 1A–1J), an examination

of DAT/TH immunostaining at low magnification (Figures 1A

and 1F) showed dense DAT and TH expression in the reinner-

vated putamen and caudate in areas both near to and farther

away from the graft. Although DAT was also expressed in the

grafted cell soma, the intense punctate staining pattern in the re-

innervated areas was most striking (Figures 1B and 1G). This

expression, consistent with that of synaptic proteins, was easily

observed at high magnification (Figures 1C, 1D, 1H, and 1I)

where DAT was localized along TH-immunoreactive fibers.

To determine whether DAT expression was maintained in the

long term, we examined DAT immunolabeling in transplanted

neurons at 9 years and 14 years posttransplantation (Figures

1K–1T). As also seen at the younger time points, a robust punc-

tate expression in the reinnervated striatum was observed (Fig-

ures 1K–1M and 1P–1R) and higher-magnification imaging

verified the coexpression of DAT puncta along TH-immunoreac-

tive dopaminergic fibers (Figures 1N and 1S). The intensity of

DAT immunofluorescence was quantified in the reinnervated

putamen at 4–14 years after transplantation (Figure S1) and

compared with DAT labeling intensity in the contralateral (non-

transplanted) putamen from subject 2. As expected, very low

levels of DAT labeling in the nontransplanted parkinsonian puta-

men were observed, consistent with the severe loss of DAT

expression in the putamen in PD (Miller et al., 1997). In contrast,

at 4, 9, and 14 years after transplantation, DAT expression was

significantly increased within the grafted putamen.

Parallel control immunostainings in which the primary anti-

bodies were omitted showed no immunoreactivity of DAT or

TH (data not shown). To further confirm the specificity of the

DAT labeling observed in the reinnervated putamen and

caudate, we also examined DAT immunolabeling in adjacent

anatomical regions on the same tissue sections (see Figure 1).

As expected, in the lateral and medial globi pallidi, which are re-

gions that receive comparatively little dopaminergic innervation

and normally exhibit little DAT expression in the human brain (Cil-

iax et al., 1999), we observed weak DAT immunolabeling and a

sharp boundary from high to low DAT and TH expression (Fig-

ures 1E, 1J, 1O, and 1T).

Mitochondrial Localization and Expression
in Transplanted Fetal Dopamine Neurons
Tom20 was used to label mitochondria in grafted neurons and

also in the host substantia nigra and globus pallidus. In the re-

maining substantia nigra TH-immunoreactive neurons from PD

patients (subjects 2, 5, and 6; Figures 2A, 2A’, 2D, 2D’, 2G,

and 2G’), Tom20 labeling often appeared intensely labeled in

the cell soma, with accumulation in the perinuclear area and little

immunostaining in the axon and processes. In neurons cos-

tained with Tom20 and a-synuclein, the host patient’s substantia

nigra showed Lewy bodies and variable or reduced distribution

of Tom20-stained mitochondria (Figure 3A). In grafted TH-immu-

noreactive neurons at 4 years posttransplantation (Figures 2B

and 2B’), Tom 20 immunostaining was robust in the perikarya

and neuronal processes, similar to what was observed in the

normal brain. At 9 and 14 years posttransplantation, Tom20

labeling was generally less intense in the grafted TH-immunore-

active neurons (Figures 2E, 2E’, 2H, and 2H’) compared with the

Tom20 staining pattern observed in subject 2 at 4 years post-

transplantation; however, there was no abnormal accumulation

ofmitochondria in the cell soma aswas observed in the host sub-

stantia nigra. The localization of Tom20 in neurons within the

host medial globus pallidus (Figures 2C, 2F, and 2I) exhibited a

homogeneous localization throughout the cell soma and pro-

cesses, and showed no evidence of abnormal perinuclear accu-

mulation as was observed in the patients’ own substantia nigra.

In neurons within the transplants costained with Tom20 and

a-synuclein, a normal distribution of Tom20 staining was

observed in the absence of Lewy bodies (Figures 3B–3D).

DISCUSSION

Efficacious fetal ventral mesencephalic grafts can reduce both

PD motor symptoms and levodopa-induced dyskinesia for

many years, and can reduce or negate the requirement for dopa-

mine replacement therapy. Months to years are required for the

newly replaced dopaminergic neurons to mature, integrate into

the host brain, and function (Barker et al., 2013), and most fetal

ventral mesencephalic cell transplants provide improvement in

PD motor symptoms starting at %1 year after transplantation

(Evans et al., 2012). However, successful transplants can survive

and function for many years. Recent studies by Kefalopoulou

et al. (2014) and Politis et al. (2010, 2012) described two patients

who were still improving (as shown by PET neuroimaging of

dopamine uptake and reduction of the Unified Parkinson’s Dis-

ease Rating Scale score) more than 18 years after they had un-

dergone transplantation of fetal ventral mesencephalic cells.

The study presented here shows long-term graft survival in PD

patients with maintained DAT localization along TH-immunore-

active axons in the reinnervated striatum, indicating functional

dopaminergic neurons. Abnormalities in mitochondrial localiza-

tion, as indicated by accumulation in the cell soma in dopami-

nergic neurons in the host substantia nigra, were not observed
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in grafted neurons. These data are consistent with clinical and

neuroimaging data showing stable dopamine cell survival and

function more than 18 years after surgery (Kefalopoulou et al.,

2014; Politis et al., 2010, 2012).

DAT is a plasma membrane protein located on presynaptic

dopamine nerve terminals, where it is responsible for the termi-

nation of dopamine transmission and reuptake of dopamine

released into the synaptic cleft back into the presynaptic dopa-

mine neurons (Nirenberg et al., 1997). DAT is highly concentrated

in the striatum in nigrostriatal dopaminergic projections and is

localized to the plasma membranes of axonal varicosities and

terminals containing synaptic vesicles (Nirenberg et al., 1997),

consistent with its involvement in dopaminergic synaptic trans-

mission in the striatum. Recent studies have suggested that in

human PD patients, DAT expression in transplanted fetal dopa-

mine ventral mesencephalic neurons is downregulated over

Figure 1. Dopamine Transporter Expression in the Reinnervated Putamen at 4–14 Years Posttransplantation

(A–T) Double immunolabeling for DAT (green) and TH (red) in subjects 1 (A–E; graft survival of 4 years), 2 (F–J; graft survival of 4 years), 4 (K–O; graft survival of 9

years), and 5 (P–T; graft survival of 14 years). Panels (A), (F), (K), and (P) show a low-magnification composite for each subject to illustrate the grafted cell bodies

and adjacent reinnervated putamen. Successively higher-magnification images are illustrated in (B)–(D), (G)–(I), (L)–(N), and (Q)–(S). Boxed areas represent the

image shown in the subsequent panel. Panels (E), (J), (O), and (T) show a low-magnification composite of the patient’s putamen and adjacent external segment of

the globus pallidus. DAT immunostaining shows a robust punctate localization along dopaminergic (TH-immunoreactive) fibers in the reinnervated putamen and

caudate in all grafts, even up to 14 years posttransplantation. In addition, the transplanted dopamine neurons show a healthy and nonatrophied morphology.

Parallel control immunostainings in which the primary antibodies were omitted showed no immunoreactivity of DAT or TH (data not shown). To further confirm the

specificity of the DAT labeling observed in the reinnervated putamen and caudate, we also examined DAT immunolabeling in adjacent anatomical regions on the

same tissue sections. As expected, in the lateral and medial globus pallidi, which are regions that receive comparatively little dopaminergic innervation and

normally exhibit little DAT expression in the human brain (Ciliax et al., 1999), we observed weak DAT immunolabeling and a sharp boundary from high to low DAT

and TH expression (E, J, O, and T). We also performed immunostaining in the substantia nigra of each patient and confirmed the loss of both DAT and TH

immunoreactivity (data not shown). g, graft; h, host; GPe, globus pallidus externa. Scale bars, 400 mm in (A), (E), (F), (J), (K), (O), (P), and (T); 100 mm in (B), (G), (L),

and (Q); 50 mm in (C), (H), (M), and (R); and 20 mm in (D), (I), (N), and (S). See also Figure S1.
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time, and that this is indicative of PD processes within the graft

and loss of function of the grafted dopamine neurons (Kordower

et al., 2008; Kurowska et al., 2011). In these studies, the authors

used immunolabeling for DAT and subsequent light microscopy.

Surprisingly, in older grafts, these studies described only the

expression of DAT in the grafted cell soma, with no reported

analysis or discussion of the expression and localization of

DAT in the dopamine neuron fibers reinnervating the putamen.

In the current study, we also noted a qualitative reduction in

the intensity of the DAT signal in the cell soma of the grafted

dopamine neurons over time when we compared grafts at 4, 9,

and 14 years posttransplantation, but it was striking to us that

the punctate DAT expression in the reinnervated putamen and

caudate was maintained, even over a decade posttransplanta-

tion. We previously showed that the extent of DAT labeling in

the caudate and putamen of 1-methyl-4-phenyl-1,2,3,6-tetrahy-

dropyridine (MPTP)-lesioned monkeys, as detected by [11C]CFT

PET neuroimaging, is congruent with the number of surviving

dopaminergic fibers (Hantraye et al., 1992). DAT is a marker of

mature dopamine synapse function, and thus our findings of

robust DAT labeling in the putamen of patients analyzed in our

series are indicative of the long-term, continued health and func-

tion of transplanted dopamine neurons. Therefore, based on

DAT expression, we do not find evidence of PD pathophysiolog-

ical processes in grafted dopaminergic neurons. Clearly, using

the current transplantation methodology, fetal grafts can result

in dopamine neurons that are clinically functional for the long

term (Barker et al., 2013; Mendez et al., 2005). A previous anal-

ysis of a-synuclein pathology in the same transplant cases

described here (Cooper et al., 2009; Mendez et al., 2008) re-

vealed only one Lewy body in a neuron of a fetal graft in one of

these cases (Cooper et al., 2009). In fetal ventral mesencephalic

transplant cases from other transplant-method series, in which

we have also observed more frequent Lewy body and a-synu-

clein pathology (albeit still <5% of grafted neurons), the overall

morphology in the vast majority of the surviving transplanted

dopaminergic neurons was also unchanged (Cooper et al.,

2009; Kordower et al., 2008). Indeed, it was also reported that

there is no alteration in the expression of VMAT2, another marker

of dopamine presynaptic nerve terminals, in grafted dopamine

neurons over time (Kordower et al., 2008). The current study pro-

vides important additional evidence against the relevance of a

postulated prion-like a-synuclein mechanism for disease propa-

gation. Instead of the concept of a-synuclein spreading from

host to graft to cause dysfunction, the opposite may be true,

i.e., the healthy transplanted cells provide a clearance mecha-

nism for exogenous unfolded proteins. Our present study un-

equivocally demonstrates positive markers of dopamine neuron

Figure 2. Mitochondrial Phenotype in Transplanted Fetal Dopamine Neurons at 4–14 Years Posttransplantation

(A–I’) Double immunolabeling for translocase of outer mitochondrial membranes 20 kDa (Tom20, green) and TH (red) in the host substantia nigra (left panels),

grafted dopamine neurons (middle panels), and host globus pallidus (right panels) in subject 2 (A, A’, B, B’, C, and C’; graft survival of 4 years), subject 6 (D, D’, E,

E’, F, and F’; graft survival of 9 years), and subject 5 (G, G’, H, H’, I, and I’; graft survival of 14 years). Panels (A’)–(I’) show single-channel Tom20 labeling from

corresponding panels (A)–(I). In dopamine (TH-immunoreactive) neurons from the patients’ own substantia nigra, Tom20 labeling often appeared intensely

labeled in the cell soma, with accumulation in the perinuclear area (arrows) and little immunostaining in the dopaminergic axons and processes (A, A’, D, D’, G, and

G’). In grafted TH-immunoreactive neurons at 4 years posttransplantation, Tom20 labelingwas robust in the perikarya and neuronal processes (B and B’). At 9 and

14 years posttransplantation, Tom20 labeling was generally less intense in the grafted TH-immunoreactive neurons (E, E’, H, and H’) compared with the Tom20

staining pattern observed in subject 2 at 4 years posttransplantation; however, there was no abnormal accumulation of mitochondria in the cell soma as was

observed in the host substantia nigra. No perinuclear accumulation or fragmentation of Tom20-labeled mitochondria was observed in the host globus pallidus

(C, C’, F, F’, I, and I’). Scale bar, 50 mm.
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function and thus provides a further rationale for clinical cell

therapy for PD using stem cell-derived dopamine neuron

equivalents.

We also examined the localization and expression of mito-

chondria in grafted dopaminergic neurons as a possible indica-

tor of increased aging and readout of neuronal function. Mito-

chondrial dynamics, including fission, fusion, and transport,

are crucial for the maintenance of bioenergetic function and pre-

vention of apoptosis (Detmer and Chan, 2007). Mitochondrial

dysfunction is a prominent feature of PD and dopaminergic sub-

stantia nigra neurons are particularly vulnerable to mitochondrial

dysfunction due to their dependence on a high metabolic rate

(Exner et al., 2012). We frequently observed that the remaining

dopaminergic neurons in the host substantia nigra pars com-

pacta contained Tom20-labeled mitochondria that were accu-

mulated in the cell soma, with very little staining or only a frag-

mented staining pattern in neurites. Such a redistribution of

mitochondria has also been observed in pyramidal neurons in

postmortem brains of patients with Alzheimer’s disease, using

antibodies against COX I and mitochondria fusion/fission pro-

teins (Wang et al., 2009). Intracellular mitochondrial distribution

is critical for the functioning of neurons and mitochondrial frag-

mentation, and a reduced localization ofmitochondria in neurites

may reflect disruptions in axonal transport and/or disrupted

mitochondrial fusion/fission. In contrast, in grafted TH-immuno-

reactive neurons at 4 years posttransplantation, the Tom20-

labeled mitochondria displayed a more uniform distribution

throughout the cell soma and neurites, with no indication of frag-

mentation or accumulation in the cell soma. The overall reduced

expression of Tom20-labeled mitochondria that we observed in

grafted dopamine neurons at 9 and 14 years posttransplantation

may reflect an overall reduced mitochondrial biogenesis or

increased mitophagy as a function of accelerated aging in these

neurons. By all current cell-biological accounts, the distribution

of the mitochondrial network we describe is likely more informa-

tive than a total mitochondrial count, which is practically difficult

(if not impossible) to obtain in regular postmortem material.

Furthermore, even if such a method existed, a similar mitochon-

drial mass or number between populations of neurons would not

necessarily equate with physiologically functional mitochondria

due to heteroplasmia (the coexistence of both faulty and func-

tional mitochondria in the same cell) (Kraytsberg et al., 2006;

Larsson, 2010; Sanders et al., 2014).

The observations of continued DAT expression and normal

mitochondrial cellular distribution at 4–14 years posttransplanta-

tion are consistent with the clinical data and show that implanted

dopamine neurons remain healthy and functional for decades

(C.R. Freed et al., 2013, Soc. Neurosci., conference; Kefalopou-

lou et al., 2014; Politis et al., 2010, 2012). In summary, our post-

mortem examination of tissue from PD patients who had

received fetal ventral mesencephalic cells transplanted as a

cell suspension shows that following long-term graft survival,

DAT localization along TH-immunoreactive axons and fibers is

maintained in the reinnervated striatum, indicating functional

dopaminergic neurons. Abnormalities in mitochondrial localiza-

tion, as indicated by accumulation in the cell soma in dopami-

nergic neurons in the host substantia nigra, were not observed

in grafted neurons. Our data are not consistent with the sugges-

tion that these grafts degenerate over time, and instead show

that there is no cell-biological evidence for such an assertion.

These data support clinical and neuroimaging findings of the

long-lasting functional benefit of dopamine neuron transplanta-

tion in PD patients (C.R. Freed et al., 2013, Soc. Neurosci., con-

ference; Kefalopoulou et al., 2014; Ma et al., 2010; Mendez et al.,

2005; Politis et al., 2010, 2012), and provide an important foun-

dation for the development of future fetal and stem cell-derived

dopamine replacement therapies for PD.

EXPERIMENTAL PROCEDURES

Patient Selection

Caudate putamen, globus pallidus, and substantia nigra tissues from five

patients (referred to as subjects 1, 2, 4, 5, and 6) with advanced idiopathic

PD who had undergone fetal tissue transplantation for 4–14 years were exam-

ined in this study. All protocols were approved by institutional review boards.

We previously reported the surgical procedures, neuroimaging data, clinical

outcome, and postmortem histological assessments of the phenotypical char-

acteristics and PD pathophysiological markers in transplanted neurons in this

series of patients (Cooper et al., 2009; Mendez et al., 2005, 2008).

Figure 3. Mitochondria Abnormalities Occur Independently of Lewy Body Pathology in Host Neurons and Neither Lewy Body Pathology nor

Mitochondrial Abnormalities Were Found in Transplanted Neurons

(A) Coimmunofluorescence labeling of a-synuclein (red) and the mitochondrial import receptor subunit Tom20 (green) was observed in neurons within the

substantia nigra of PD patient 6. Mitochondria in neurons containing accumulated a-synuclein in the host were either diffusely distributed throughout the

cytoplasm (cell 1) or were dense in appearance (cell 2). Mitochondria were also diffusely distributed in the cytoplasm of cells without Lewy bodies (cell 3).

(B–D) No Lewy body pathology was found in the transplanted neurons of PD patients 2 (B), 5 (C), and 6 (D), and mitochondria were dense throughout the

cytoplasm. m, mitochondria; LB, Lewy body. Scale bar, 50 mm.
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Tissue Preparation

At postmortem examination (after a delay of 3–4 hr), the brains were infused

with 2 l of cold 0.1 M phosphate buffer (pH 7.4), followed by 2 l of ice-cold

4% paraformaldehyde in 0.1 M phosphate buffer. The brains were subse-

quently blocked in the coronal plane in 3-cm-thick slabs. The slabs were cry-

oprotected in 30% sucrose in PBS at 4#C.

Immunohistochemistry

Sections (40 mm)were stained using immunofluorescence techniques. In order

to maintain consistency of DAT or TOM20 labeling between subjects, immu-

nostainings were performed at the same time and using identical reagents.

DAT labeling was enhanced using a fluorescent streptavidin conjugate as

described below. Sections were rinsed three times for 10 min in PBS, incu-

bated in 10% normal donkey serum (Vector Laboratories) and 0.3% Triton

X-100 in PBS for 60 min, and then incubated with gentle agitation for 48 hr

at 4#C in primary antibody (rat anti-DAT, 1:200 [MAB369; Millipore]; sheep

anti-TH, 1:300 [P60101-0, Pel-Freez]; rabbit anti-Tom20, 1:200 [sc-11415;

Santa-Cruz]). For a-synuclein staining, the LB509 antibody (Invitrogen/Life

Technologies) was used at 1:500 dilution. After an additional three 10 min

rinses in PBS, the sections were incubated in fluorescent dye-conjugated sec-

ondary antibodies in PBS for 60 min at room temperature for detection of TH

and Tom20 (Alexa Fluor donkey anti-rabbit/sheep 488/568; 1:500 [Molecular

Probes]). For detection of DAT and a-synuclein, sections were incubated in

a biotinylated secondary antibody (donkey anti-rat/mouse; 1:250; Vector Lab-

oratories) in PBS for 60 min at room temperature, followed by three 10 min

rinses in PBS, and incubation in streptavidin Alexa Fluor 488 (1:500, Molecular

Probes) for 60 min. After rinsing in PBS (three times for 10 min), sections were

mounted onto Superfrost Plus slides and an autofluorescence eliminator re-

agent was applied (Millipore) prior to coverslipping in Mowiol mounting media.

The specificity of DAT, Tom20, TH, and a-synuclein labelingwas confirmed us-

ing stainings in parallel tissue sections from each subject in which the primary

antibody was omitted.

Confocal Microscopy

Immunofluorescence staining was examined with the use of a confocal micro-

scope (LSM510 Meta; Carl Zeiss) at 10, 25, or 1003 magnification. Single or

z-stack images were acquired using a sequential scanning mode with a frame

size of 1,0243 1,024 pixels, and averaging of four frames. The laser intensity,

confocal aperture, photomultiplier voltage, scan speed, image size, filter, and

zoom were kept identical while all images were acquired. For quantification of

DAT labeling, confocal images at 253 magnification (at least five per subject)

were obtained in the reinnervated putamen or in the denervated, nontrans-

planted putamen. The average optical density of DAT immunofluorescence

intensity in each subject was analyzed using ImageJ software (ImageJ 1.44i;

National Institutes of Health).
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SUMMARY

The circadian clock is entrained to environmental
cycles by external cue-mediated phase adjustment.
Although the light input pathway has been well
defined, the mechanism of feeding-induced phase
resetting remains unclear. The tissue-specific sensi-
tivity of peripheral entrainment to feeding suggests
the involvement of multiple pathways, including hu-
moral and neuronal signals. Previous in vitro studies
with cultured cells indicate that endocrine factors
may function as entrainment cues for peripheral
clocks. However, blood-borne factors that are well
characterized in actual feeding-induced resetting
have yet to be identified. Here, we report that insulin
may be involved in feeding-induced tissue-type-
dependent entrainment in vivo. In ex vivo culture ex-
periments, insulin-induced phase shift in peripheral
clocks was dependent on tissue type, which was
consistent with tissue-specific insulin sensitivity,
and peripheral entrainment in insulin-sensitive tis-
sues involved PI3K- and MAPK-mediated signaling
pathways. These results suggest that insulin may
be an immediate early factor in feeding-mediated tis-
sue-specific entrainment.

INTRODUCTION

The circadian clock is driven by cell-autonomous clock gene

expression rhythms in almost all organisms (Reppert and

Weaver, 2002; Rosbash et al., 2007). The core circadian tran-

scriptional feedback loop generates circadian expression of a

wide range of numerous genes, which in turn leads to circadian

oscillation in diverse physiological processes (Doherty and Kay,

2010; Mohawk et al., 2012). The circadian clock enables

maximum expression of genes at appropriate times of the day,

allowing organisms to adapt to earth rotation. It has been re-

ported that chronic desynchronization between physiological

and environmental rhythms carries a significant risk of diverse

disorders, ranging from sleep disorders to diabetes, cardiovas-

cular diseases, and cancer (Sahar and Sassone-Corsi, 2012;

Wijnen and Young, 2006). Thus, a thorough understanding of

the mechanism of the circadian input pathway is critically impor-

tant to the prevention of diseases. The circadian input consists of

two major pathways. The first is the light input pathway via the

hypothalamic suprachiasmatic nuclei (SCN), known as the circa-

dian pacemaker. Details of this mechanism have been eluci-

dated at the molecular level by a substantial number of studies

(Doyle and Menaker, 2007). The second is the feeding input

pathway (Damiola et al., 2000; Stokkan et al., 2001), for which

a factor has yet to be identified and characterized in vivo. Tem-

poral feeding restriction changes the phase of circadian gene

expression in peripheral tissues without affecting the phase in

the SCN, and food-induced phase resetting proceeds much

faster in the liver than in the kidney, heart, or pancreas (Damiola

et al., 2000). The tissue-specific sensitivity of peripheral entrain-

ment to feeding suggests the involvement of multiple pathways,

including humoral and neuronal signals.

The circadian clock is cell-autonomous (Nagoshi et al., 2004;

Yamazaki et al., 2000), and much can therefore be learned

from studies using cultured cells. Indeed, cell line-based exper-

iments to elucidate the entrainment mechanism have been per-

formed. A number of endogenous factors are reported to act on

cell-autonomous circadian gene expression in cultured cell lines,

including growth factors, calcium, glucose, angiotensin II, reti-

noic acid, and nitric oxide (Akashi and Nishida, 2000; Balsalobre

et al., 2000; Hirota et al., 2002; McNamara et al., 2001; Nonaka

et al., 2001). In addition, insulin, a humoral factor that regulates

blood glucose levels, also has effects on clock gene expression

in cultured cell lines (Balsalobre et al., 2000; Yamajuku et al.,

2012). With regard to in vivo relevance, mice carrying pharmaco-

logically damaged beta cells show altered expression of clock

genes in peripheral tissues (Kuriyama et al., 2004; Oishi et al.,

2004), indicating the presence of in vivo interaction between

the circadian clock and insulin signaling. However, the physio-

logical role of insulin in the circadian clock remains to be

determined.

The pancreas secretes insulin in response to feeding. We

speculated that insulin acts as an endogenous molecule

required for feeding-induced tissue-specific phase resetting of

peripheral clocks. To help elucidate the in vivo roles of insulin

in feeding-induced circadian entrainment, we used in vivo

imaging experiments to examine expression levels of Per2 in
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individual animals around the clock in the presence of a highly

specific competitive peptide inhibitor of insulin. To exclude the

possibility that the results were affected by secondary effects

of the inhibitor, we used ex vivo approaches. We therefore con-

ducted ex vivo tissue culture experiments to examinewhether in-

sulin-induced phase shift in peripheral clocks depends on tissue

type, consistent with the tissue-specific sensitivity of insulin.

RESULTS AND DISCUSSION

Evaluation of peripheral clocks requires the preparation of a

large number of animals, harvesting of tissues every few hours,

and examination of clock gene expression levels using purified

RNA. These experimental procedures are arduous, but provide

no information about sequential changes in clock gene expres-

sion in individual animals. Rather, the data only show average

expression levels from several dead animals. In contrast, a

recent in vivo imaging technique enables detection of sequential

changes in clock gene expression levels in individual animals

without killing them (Tahara et al., 2012). Hence, using in vivo

imaging of individual Per2-luciferase knockin mice (Yoo et al.,

2004), we investigated temporal changes in Per2 expression

rhythms in peripheral tissues of individual animals (Figure 1A,

top). About 10 min after subcutaneous injection of luciferin,

strong luminescence was detected in the liver and submandibu-

lar gland. We were then able to confirm circadian gene expres-

sion of Per2 in these tissues by time course measurement

around the clock. Furthermore, to observe feeding-induced

phase shift of circadian gene expression, we changed the

feeding schedule from ZT12-24 to ZT0-6, and 5 days later

observed antiphase expression of Per2 in the liver (Figure 1A,

right). In contrast, this phase shift was subtle in the subman-

dibular gland (Figures 1A and 1B), suggesting that there are sig-

nificant differences among peripheral tissues in the rate of

feeding-induced phase shift. The phase change in individual

animals is shown in Figure 1C. While Per2 expression in each

animal’s liver showed a similar and reproducible response to

the restricted feeding, minor variation among individuals was

Figure 1. In Vivo Monitoring of Peripheral Tissues from Individual Animals during Restricted Feeding

(A–C) Per2-luciferase (Per2Luc) mice during the restricted feeding schedule were monitored with an in vivo imaging system. Feeding schedule (A, left). Per2Luc

mice received food during the nighttime (21:00–9:00; light on at 9:00 and off at 21:00) for 1 week and then had restricted food access for 6 hr (9:00–15:00) under

continuous dark conditions. Black-and-white bars represent light-dark (LD) conditions. Pink shadow represents feeding time. Images were taken at the time

indicated by the black triangles. Right, representative in vivo images from the ventral aspect. Yellow arrowheads denote the submandibular gland (Sub Gla).

(B) Averaged quantitative data of Sub Gla and the liver from (A). Rhythmic expression of Per2 in the liver was entrained to restricted feeding, although not in the

Sub Gla. *p < 0.05, **p < 0.01 versus corresponding nighttime. The data represent the mean ± SE (n = 8).

(C) Individual quantitative data of liver from (A).
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apparent in the rate of the phase shift. The pancreas secretes

insulin in response to feeding, and peripheral tissues show

different sensitivity to insulin, indicating why the liver clock, but

not the submandibular gland clock, was immediately phase-

adjusted by restricted feeding. These results demonstrate that

in vivo imaging technology is a powerful tool in investigating

sequential and temporal changes in peripheral clocks in

individuals.

It was reported that restricted feeding triggers a rapid transient

induction of Per2 transcription in the liver (Wu et al., 2010). The

immediate early expression of Per2 would likely affect the nega-

tive feedback loop in circadian transcription because Per2 is a

component of the negative limb. If insulin is indispensable to

feeding-induced resetting, inhibition of insulin signaling should

result in attenuation of thePer2 expression levels rapidly induced

by restricted feeding (Figure 2A). To inhibit insulin action during

feeding-induced phase shift without pharmacologically killing

beta cells, mice received a subcutaneous injection of S961, a

highly specific competitive peptide inhibitor of insulin, prior to

feeding (Schäffer et al., 2008; Scherer et al., 2011; Vikram and

Jena, 2010). S961-injected animals ate a similar amount of

food as control animals. As expected, this pretreatment with

S961 potently inhibited the rapid transient induction of Per2 by

restricted feeding. Next, using an in vivo imaging system, we

examined whether S961 suppresses the feeding-induced circa-

dian phase shift of Per2 expression rhythm in the liver of individ-

ual animals (Figure 2B). In the control animals, transition states of

Per2 expression rhythms were confirmed in each animal’s liver

Figure 2. Involvement of Insulin in Feeding-Induced Circadian Phase Shift in the Liver

(A) Acute induction of Per2 transcripts after feeding was blocked by S961. Per2 mRNA expression levels in liver at ZT2 (60 min after feeding onset) were

determined with RT-PCR. Each value was normalized with b-actin. The data represent the mean ± SE (n = 3). *p < 0.05.

(B) Representative in vivo image of Per2Luc mice liver injected with S961 30 min before the start of feeding every day during restricted feeding. S961 inhibited the

entrainment of Per2.

(C) Quantitative data of bioluminescence in the liver from (B). The data represent the mean ± SE (n = 8). **p < 0.01.

(D) Acrophases in a representative animal from (B) were calculated by a cosine curve fitting. The data at right represent the mean ± SE (n = 8).

(E) Quantitative RT-PCR of Per2,Bmal1, andRev-erbamRNA in the liver during RF (ZT1-7) in LD; n = 2. Black circles represent individual values ofmice given PBS

mice and green circles represent mice given S961. S961 was used at a concentration of 30 nmol/kg in all experiments.
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approximately 2 days after the inversion of feeding time. During

the process of transition, individual differences in phase change

were observed: some animals showed lower amplitudes of oscil-

lation temporarily, whereas others had a second peak (Fig-

ure S1). Average transition states of eight animals are shown in

Figure 2C. Compared with the control animals, animals pre-

treated with S961 showed a significant delay in phase shift on

day 2, and phase adjustment was still not completed on day 4

(Figures 2B–2D). When we processed data from individual

animals using a cosine curve fitting and calculated and quanti-

fied peak times (Figure 2D), we found that the shift speed of

acrophase appeared to be attenuated in animals pretreated

with S961.

A limitation of the present in vivo imaging approach is that it

provides no information on expression levels of genes other

than Per2. We therefore harvested the livers every 4 hours in

the conventional manner and confirmed the effect of S961 on

feeding-induced phase shift of clock gene oscillations with RT-

PCR (Figure 2E). As is the case with the in vivo imaging data,

circadian phase shift of the Per2, Bmal1, and Rev-erba genes

was significantly delayed compared with control animals. Sam-

pling in this experiment was performed under light-dark condi-

tions, but Per2 expression results were similar to the in vivo

imaging data obtained under dark-dark conditions (Figure 2B).

Furthermore, the S961-treated mice weighed almost the same

as the control mice throughout the experiment (Figure S2A).

Because S961 treatment provoked transient hyperglycemia (Fig-

ure S2B), we used an ex vivo slice culture system to confirm that

this hyperglycemia had no substantial influence on the effect of

S961 on insulin-induced circadian phase shift (Figure S3).

These data illustrate that the inhibition of insulin signaling

attenuates feeding-induced phase adjustment of the liver clock

in individual animals. As mentioned above, S961 potently in-

hibited the transient induction of Per2 that was triggered by

restricted feeding, whereas the phase shift of Per2 expression

rhythms was less strongly affected. This suggests that the tran-

sient induction may contribute to the phase shift, but is not abso-

lutely required for it, and that other unknown endogenous factors

are involved in the process.

There is no doubt that S961 treatment is a superior experi-

mental approach for investigating the physiological role of insulin

compared with methods using streptozotocin-treated, ob/ob or

db/db mice. However, it is impossible to completely exclude the

possibility that various secondary physiological events caused

by S961-induced transient hyperglycemia may affect feeding-

induced circadian phase shift. To exclude these secondary

effects and examine the true contribution of insulin to the circa-

dian phase shift, ex vivo or in vitro experimental approaches are

required for further validation. We therefore conducted ex vivo

culture experiments to investigate the effect of insulin on auton-

omous circadian gene expression. Per2 expression rhythms in

the liver were phase-shifted by the administration of insulin,

and the effect was then almost completely inhibited in the pres-

ence of S961, suggesting that insulin acted on the liver clock in a

receptor-specific manner (Figure 3A). Additionally, given the

well-known decrease in insulin sensitivity in the fatty liver, we

examined the effect of insulin on Per2 expression rhythm in livers

harvested frommice fed a high-fat diet (Figure 3B). As expected,

the insulin-induced phase shift in circadian gene expression was

smaller in fatty livers than in healthy livers. We found a phase de-

pendency in the insulin-mediated phase change of Per2 expres-

sion rhythms in the liver (Figure 3C). Insulin caused a phase

advance effect during the increasing phase of Per2 expression,

but a phase delay effect during the decreasing phase. Unexpect-

edly, the phase responsiveness observed on continuous admin-

istration of insulin was similar to that with 1 hr treatment with

insulin (Figure 3C, right versus left), indicating the presence of

a negative feedback mechanism for blocking continuous activa-

tion of the signaling pathway leading to the core clock. We con-

structed a dot-plot of phase responsiveness on administration of

insulin at various circadian phases (Figure 3D). The data indicate

that the direction of phase change of peripheral clocks depends

on the feeding time of day. To confirmwhether the phase shift by

insulin is consistent with this tissue insulin sensitivity, we exam-

ined the tissue-specific effect of insulin on autonomous Per2

expression rhythms ex vivo by performing slice culture of various

peripheral tissues (Figure 3E). As expected, we confirmed a large

phase shift of Per2 oscillation not only in liver, but also in adipose

tissue, both of which are insulin-sensitive. In contrast, insulin

exerted no or only a subtle effect in insensitive tissues, including

the lung, aorta, and submandibular gland.

On the assumption that the insulin-induced phase shift is in

fact dependent on insulin receptor expression, we speculated

that ectopic overexpression of the insulin receptor may confer

a degree of insulin sensitivity to receptor-poor cells. To test

this notion, we introduced an insulin receptor expression

plasmid vector into NIH 3T3 fibroblasts, a receptor-poor cell

line (Figure 4A). Insulin receptor overexpression was constitu-

tively driven by the AG promoter. In cells transfected with the

empty vector, insulin did not trigger a phase shift in Bmal1

expression rhythm (here using a Bmal1 promoter-driven lucif-

erase expression vector), but did induce a phase shift in cells

ectopically overexpressing the insulin receptor. Interestingly,

we found a phase difference in insulin sensitivity in spite of

constitutive overexpression of the receptor; insulin administra-

tion caused a phase advance during the decreasing phase of

Bmal1 (the increasing phase of Per2), as shown in the liver,

versus a phase delay in the increasing phase (Figure 4B). This

may indicate that phase-dependent insulin action might be ex-

plained in terms of the internal clock, independently of diurnal

changes in receptor expression levels. On the other hand, we

found that mRNA levels of the liver insulin receptor showed a

clear circadian pattern with an opposite phase to Per2 (Fig-

ure S4A), as indicated previously, which might have contributed

not to the direction but rather to the intensity of the insulin-

induced phase shift.

To examine whether transient activation of Per2 transcription

is sufficient to induce circadian phase shift in a phase-directed

manner, we introduced an isopropyl-b-D-thiogalactopyranoside

(IPTG)-inducible expression system to two cell lines, NIH 3T3

and U2OS (Figures 4C and 4D). In this culture system, whereas

ectopic expression of Per2 is suppressed by a lac repressor in

the absence of IPTG, it can be rapidly activated by administration

of IPTG without extracellular physiological stimuli and indepen-

dently of any intracellular signaling pathways. A 1-hr administra-

tion of IPTG caused a 1.5-hr phase delay during the increasing
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Figure 3. Insulin-Mediated Circadian Phase Shift of Per2 Expression Rhythms in Insulin-Sensitive Tissues

(A–E) Explants derived from Per2Luc mice were treated with insulin at specific phases. Bioluminescence was measured in real time.

(A) Representative data of liver explants pretreatedwith 200 nMS961 from 30min before administration of insulin. Gray shadows represent the presence of insulin

and S961 in culture media.

(B) Oil Red O staining and representative data of explants derived from high-fat diet (HFD)-fed Per2Luc mice. Gray shadows represent the presence of insulin in

culture media. CV, central vein; NC, normal control.

(C) Phase-dependent alteration of mice liver explants with insulin. Experiments with a transient treatment (1 hr) of insulin are shown on the left, and experiments

with a continuous treatment at right. Gray shadows represent the presence of insulin in culture media. Representative data are shown.

(D) Phase response plot of time interval between peaks in liver from (C).

(E) Representative data and phase response plot of time interval between peaks of insulin-administered submandibular gland (Sub Gla), lung, aorta, and white

adipose tissue (WAT). All explants were treated with dexamethasone (Dex) and the second peak after Dex treatment was defined as peak2 (*), and the next peak

as peak3. Peak2-time was referred to as time = 0. Peak interval was calculated from the time difference between peak4 and peak2. Arrowheads indicate the time

of administration. For the analysis of slices other than WAT, data were detrended by subtracting a 24 hr running average from raw data.
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Figure 4. Acquisition of Insulin Sensitivity by Ectopic Receptor Expression and Phase-Dependent Circadian Phase Shift by Transient In-

duction of Per2

(A) NIH 3T3 fibroblasts were transfected with the Bmal1-driven luciferase and human insulin receptor a (hIRa) subunit expression vectors, and then stimulated

with 60 nM insulin or vehicle. Arrowheads indicate the time of administration. To synchronize cellular clocks, the cells were treated with 50 nM dexamethasone

more than 24 hr before insulin stimulation.

(B) Phase differences were calculated by comparing the first peak or trough after administration of insulin. DL, delay phase administration (increasing phase of

Bmal1 expression); ADV, advance phase administration (decreasing phase of Bmal1 expression). Data are represented as the mean ± SE for triplicate samples.

(C and D) NIH 3T3 and U2OS cells were transfected with the Bmal1-driven luciferase vector and a Lac repressor-expressing vector in the presence or absence of

an IPTG-inducible Per2 expression vector. The cells were treated with 50 nM dexamethasone (2 hr) to synchronize cellular clocks. Bmal1 transcription was

monitored in real-time using a cell culture-based luminescent monitoring system in the presence of luciferin. Approximately 18–20 hr (decreasing phase ofBmal1

expression, for ‘‘phase advance’’ experiments) or 30–32 hr (increasing phase of Bmal1 expression, for ‘‘phase delay’’ experiments) after the dexamethasone

shock, 2 mM IPTGwas added to the culture media to induce Per2 for 1 hr. Arrows indicate the time of administration. One hour after the administration, IPTGwas

removed.

(E and F) Phase differences were calculated by comparing the first peak or trough after administration of IPTG. Data are represented as the mean ± SE for

triplicate samples. DL, delay phase administration (increasing phase of Bmal1 expression); ADV, advance phase administration (decreasing phase of Bmal1

expression).

(G andH) Liver andwhite adipose tissue (WAT) explants fromPer2Lucmicewere pretreatedwith 50 mMLY294002 (LY) or 20 mMU0126 (U) before administration of

insulin. Explants were incubated with insulin for 2 hr. The data represent the mean ± SE. Gray shadows represent the presence of insulin and inhibitors in culture

(legend continued on next page)
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phase of Bmal1 (decreasing phase of Per2), versus a 1.5-hr

phase advance in the decreasing phase, in both the cell lines

(Figures 4E and 4F). Although the magnitude of phase shifts

was not particularly large when compared with the insulin-

induced phase shift in the liver, the direction of the phase shifts

by insulin treatment was reproduced by simply inducing ectopic

expression of Per2. These results support the possibility that

the phase responsiveness is explained in terms of the internal

clock, independently of any extracellular stimuli or intracellular

signaling pathways.

Activation of the insulin receptor leads to cellular glucose

uptake through the glucose transporter GLUT4, and activation

of the phosphoinositide 3-kinase (PI3K) and mitogen-activated

protein kinase (MAPK) signaling pathways. Previous reports

suggest that these intracellular events may be involved in the

resetting of clock gene expression in cultured cells. In Rat-1

fibroblasts, circadian gene expression is affected by treatment

with a high concentration of glucose (Hirota et al., 2002). In

H4IIE rat hepatoma cells treated with insulin, the MAPK and

PI3K signaling pathways are involved in a rapid and transient in-

duction of the Per1 and Per2 genes, respectively (Yamajuku

et al., 2012). Although the insulin-independent glucose trans-

porter GLUT2 is the main glucose transporter in the liver, we

confirmed the ability of insulin to phase-shift circadian gene

expression in the presence of cytochalasin B or D, an inhibitor

of the glucose transporter GLUT4 (Figure S4B). As expected,

cytochalasin treatment did not show any obvious effect on the

insulin-mediated circadian phase shift. Next, we examined the

effect of a PI3K inhibitor (LY294002) and a MEK inhibitor

(U0126) on insulin-induced circadian phase shift in ex vivo-

cultured liver (Figure 4G). Although U0126 showed no significant

effect on insulin activity, inhibition of the PI3K pathway resulted

in a significant attenuation of circadian phase shift. Unexpect-

edly, we also found that inhibition of the MAPK pathway, but

not the PI3K pathway, led to an attenuation of circadian phase

shift in white adipose tissue (Figure 4H), suggesting that the

intracellular signaling pathways for insulin-mediated phase shift

are tissue-specific. Our previous report indicated that the MAPK

pathway is sufficient for resetting cell-autonomous circadian

gene expression (Akashi and Nishida, 2000).

Together, these results indicate that not only the PI3K

pathway, but also the MAPK pathway are involved in insulin-

mediated circadian phase shift in insulin-sensitive tissues.

Together, the data from our in vivo studies and ex vivo assays

indicate that feeding causes circadian phase shift dependent

on insulin via PI3K- and MAPK-mediated induction of Per2 in a

phase-specific manner (Figure S4C).

Peripheral clocks enable autonomous circadian gene expres-

sion in a tissue-specific manner. Just like radio-controlled

clocks, the SCN functions as a standard clock, and then adjusts

peripheral clocks to prevent internal desynchronization. In

contrast, feeding acts on peripheral clocks as a zeitgeiber, inde-

pendently of the SCN. Our results indicate that insulin may be

one of the immediate early factors required for feeding-mediated

entrainment. The internal clock in insulin-sensitive tissues is

rapidly phase-shifted by feeding, and secondary factors such

as intratissue communication then gradually adjust the clock

phase of other peripheral tissues. However, the physiological

significance of this stepwise entrainment of peripheral clocks

remains undefined. In the SCN, the ventrolateral region is imme-

diately entrained to a new light-dark cycle, whereas the dorso-

medial region is gradually phase-adjusted by intercellular

communication with the ventrolateral region (Nagano et al.,

2003). The significance of the heterogeneity of the SCN is that

it successfully combines the flexible response to the external

environment with the robustness of the circadian system. The

heterogeneous sensitivity to feeding among peripheral clocks

might have a similar significance as the SCN. Furthermore, the

present data might have clinical importance: in therapy for

circadian disorders, they might provide valuable information for

effective phase adjustment of the circadian clock by dietary

manipulation. In addition, they suggest that the phase adjust-

ment of peripheral clocks might not work well in patients with

insulin resistance, and that medical staff might need to consider

the side effect of insulin treatment on the circadian clock in

diabetes care.

EXPERIMENTAL PROCEDURES

Feeding Schedule

After 1 week of nighttime feeding (ZT12-24; last day was termed day 0), mice

were fasted for 1 day, followed by restricted feeding for 6 hr per day for 6

consecutive days (from day 1 to day 7). Food was restricted from 9:00 to

15:00 under constant dark conditions for in vivo monitoring and from 10:00

to 16:00 (ZT1-7) under light-dark conditions for RT-PCR. For injection of

S961, the animals were injected with each solution subcutaneously on the dor-

sal neck at a dose of 30 nmol/kg at 30 min before the start of feeding every day

during the restricted feeding. For feeding stimulus, male ICR mice were fasted

for 24 hr and fed from ZT1 with a preinjection of saline or 100 nmol/kg of S961

on ZT0.5. All experiments were performed in accordance with the rules of the

Yamaguchi University Animal Usage Committee.

In Vivo Monitoring

In vivo monitoring utilized a Lumazone CMS imaging system (NipponRoper).

The animals were injected with D-luciferin potassium salt (Promega) subcuta-

neously on the back near the neck at a dose of 8.3 mg/kg (25mg/10 ml, 0.1 ml/

30 g body weight). Images were then taken at 8 min after luciferin injection with

1 min exposure from the ventral aspect while under anesthesia with isoflurane

(DS Pharma Animal Health) inside a black box. Images were obtained seven

times a day (ZT 2, 6, 10, 14, 18, 22, and 26). Mice were returned to their

home cages after each imaging procedure and recovered quickly from

anesthesia. The total time under anesthesia was approximately 20 min per

experiment.

In Vivo Monitoring Data Analysis

The bioluminescence emitted from each organ (liver, submandibular gland)

was calculated using the Metamorph (NipponRoper). For individual organs,

the region of interest was set to the same shape and size for the same organ

throughout all experiments. The averaged photon/sec value of the data from

the seven time points for days 0–1 was designated as 100%, and the

media. For synchronization of cellular clocks, all explants were treated with 100 nM dexamethasone (Dex). The second peak after Dex treatment was defined as

peak2 (*) and the next peak as peak3. Peak2-time was referred to as time = 0. Peak interval was calculated from the time difference between peak3 and peak2.

Arrowheads indicate the time of administration. For the analysis of slices other than WAT, data were detrended by subtracting a 24 hr running average from

raw data.
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bioluminescence rhythm for the entire day was expressed as a percentage of

each set of seven time points for the individual organs. The peak phase and

amplitude of this normalized percentage data were determined with the single

cosinor procedure program (Acro.exe, version 3.5; designed by Dr. Refinetti).

Lower goodness of fit scores indicate stable states of circadian oscillation,

whereas higher scores indicate transition states.

Preparation of Slice

Per2 Luc knockin mice were killed and used to make 300-mm thick slices from

liver, lung, and submaxillary gland with a McILWAIN tissue chopper, and white

adipose tissue was prepared from epididymal tissue and aorta with a stainless

steel surgical blade #11 (Feather) in ice-cold Hank’s balanced salt solution

(#14025, Life Technologies) with 10 mM HEPES (#H0887, Sigma-Aldrich).

Each slice was cultured with millicell (#PICMORG, Merckmillipore) in

Dulbecco’s modified Eagle’s medium (DMEM; #D2902, Sigma-Aldrich) with

0.035% sodium bicarbonate (S8761, Sigma-Aldrich), 10 mM HEPES

(#H0887, Sigma-Aldrich), 4.5 g/l D-glucose (#G8769, Sigma-Aldrich), 1.0%

penicillin-streptomycin (#15070-063, Life Technologies), 10% FBS (#04-001-

1A, Biological Industries), and 0.1 mM D-luciferin (Promega). Note that

DMEM (#D2902) basically includes 1.0 g/l of glucose, and a total of 4.5 g/l of

D-glucose. For low-glucose culture, slices were cultured in no-glucose

DMEM (#D5030, Sigma-Aldrich) with 0.035% sodium bicarbonate (S8761),

10 mM HEPES (#H0887), 1.0% penicillin-streptomycin (#15070-063), 1 mM

sodium pyruvate (#S8636, Sigma-Aldrich), 4 mM L-glutamine (#16948-04,

Nakalai Tesque), 10% FBS (#04-001-1A), and 0.1 mM D-luciferin (Promega).

All explants were treated with 100 nM dexamethasone (Dex) for 60–90 min

at 24–48 hr after preparation. Biological luminescence was measured and

integrated for 1 min at intervals of 15 min with a LM2400 (Hamamatsu

Photonics). Peak2-time was considered as time = 0 and administration of in-

sulin or vehicle was performed at a specific time. Pretreatment was started

from 15 min before insulin.

Analysis for Slice

For the analysis of the slices other than white adipose tissue, the original data

(1 min bins) were subtracted with 24 hr running average from the raw data.

In the case of white adipose tissue, the analysis did not work successfully,

due to the strong intensity and long duration of insulin-induced transient induc-

tion of the Per2 gene. Peak interval was calculated from the time difference

between peak4 and peak2. The value of peak2 was considered as 100 and

value of trough time just before peak2 was set as 0.

NIH 3T3 Analysis

The hBmal1 promoter regions were isolated and cloned into the pGL3-Basic

vector (Promega; Akashi and Takumi, 2005). NIH 3T3 cells were cultured

and transfected with a Bmal1::luciferase (Bmal1::luc) expression vector and

with or without a human insulin receptor alpha (AG promoter::hIRa) expression

vector, and incubated for 24 hr. Two hours after 50 nM dexamethasone treat-

ment, the medium was replaced with normal culture medium. In the presence

of 0.1 mM luciferin, light emission was measured and integrated for 1 min

at intervals of 15 min with a photomultiplier tube LM2400 (Hamamatsu

Photonics). Bioluminescence was processed through a 24 hr moving average

and expressed as a percentage value, with the first peak value designated

as 100.

Real-Time Monitoring of the Luciferase Activity in Living Cells

We used LacSwitch Inducible Mammalian Expression System (Stratagene) for

inducible expression of Per2. To perform IPTG-induced expression, Per2 was

subcloned into the pOPI3CAT vector. NIH 3T3 and U2OS cells were trans-

fected with the indicated combinations of expression vectors (hBmal1 pro-

moter-driven luciferase vector, pOPI3CAT vector for inducible expression of

Per2, and p30SS Lac-repressor-expression vector). The cells were treated

with 50 nM dexamethasone (2 hr) to synchronize cellular clocks and moved

into a photomultiplier tube assembly (LM2400, Hamamatsu). Light emissions

weremeasured using a photomultiplier tube in the presence of 0.1mM luciferin

and integrated for 1 min at 15 min intervals. Just before Per2 induction, a part

of the medium was collected from every culture dish for use as dilution

medium. Per2 expression was induced by administration of 2 mM IPTG to

transfected cells. One hour after administration, IPTG-containing medium

was replaced with dilution medium to terminate Per2 induction.

Statistical Analysis

All data are presented as the mean ± SEM. The significance of differences be-

tween groups at each time point was analyzed by 2-way ANOVAwith repeated

measures, followed by post hoc analysis with Tukey’s test when statistical sig-

nificance between groups was evident. For the significance of two groups,

Student’s t test was used.
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SUMMARY

Cancer therapy exerts a strong selection pressure
that shapes tumor evolution, yet our knowledge of
how tumors change during treatment is limited.
Here, we report the analysis of cellular heterogeneity
for genetic and phenotypic features and their spatial
distribution in breast tumors pre- and post-neoadju-
vant chemotherapy. We found that intratumor ge-
netic diversity was tumor-subtype specific, and it
did not change during treatment in tumors with
partial or no response. However, lower pretreatment
genetic diversity was significantly associated with
pathologic complete response. In contrast, pheno-
typic diversity was different between pre- and post-
treatment samples. We also observed significant
changes in the spatial distribution of cells with

distinct genetic and phenotypic features. We used
these experimental data to develop a stochastic
computational model to infer tumor growth patterns
and evolutionary dynamics. Our results highlight
the importance of integrated analysis of genotypes
and phenotypes of single cells in intact tissues to
predict tumor evolution.

INTRODUCTION

Intratumor phenotypic heterogeneity is a defining characteristic

of human tumors. Cancer cells within a tumor can display differ-

ences in many measurable traits, such as proliferative and

metastatic capacity and therapeutic resistance (Almendro

et al., 2013; Fidler, 1978; Heppner and Miller, 1983; Maley

et al., 2006; Marusyk et al., 2012; Yap et al., 2012). Multiple

mechanisms underlie intratumor heterogeneity, including both
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heritable and nonheritable determinants (Fidler, 1978; Heppner

and Miller, 1983; Maley et al., 2006; Marusyk et al., 2012; Maru-

syk and Polyak, 2010; Yap et al., 2012). In addition, cellular ge-

netic diversity was observed within populations of tumor cells

that is distinct from clonal diversity because it combines inputs

from both clonal architecture and lower-scale differences arising

from genomic instability that are not amplified by selection

(Maley et al., 2006; Merlo et al., 2006). The study and treatment

of cancer are complicated by this heterogeneity because small

tissue samples, typically obtained by biopsy, may not be repre-

sentative of the whole tumor (Gerlinger et al., 2012), and a treat-

ment that targets one tumor cell population may not be effective

against another (Turner and Reis-Filho, 2012; Yap et al., 2012).

Quantitativemeasures of intratumor heterogeneity might aid in

the clinical management of patients with cancer including iden-

tifying those at a high risk of progression and recurrence. For

example, a larger extent of intratumor clonal heterogeneity is

associated with a higher risk of invasive progression in Barrett’s

esophagus (Maley et al., 2006; Merlo et al., 2010), and higher

genetic heterogeneity in head and neck squamous carcinomas

is related to worse outcome (Mroz et al., 2013). The presence

of multiple cellular clones with distinct genetic alterations has

also been implicated in therapeutic resistance (Engelman et al.,

2007; Mroz et al., 2013; Nazarian et al., 2010; Sakai et al.,

2008) and in metastatic progression (Fidler, 1978).

Cancer therapy exerts a strong selection pressure that shapes

tumor evolution (Merlo et al., 2006). Thus, residual tumors after

treatment are likely to have different, frequently less-favorable

characteristics and composition than those of the diagnostic

sample. Despite the importance of these treatment-induced

changes for the success of subsequent therapy, tumors have

been rarely resampled and reanalyzed, with the exception of he-

matopoietic malignancies (Ding et al., 2012; Landau et al., 2013).

Thus, our understanding of how treatment impacts intratumor

heterogeneity and cellular diversity in solid tumors, which then

in turn determines the effectiveness of treatment, is very limited.

The most informative approach to uncover intratumor hetero-

geneity in clinical samples is the definition of the overall clonal

architecture within a tumor. However, this level of resolution is

not practically feasible. A lower-resolution view of clonal archi-

tecture can be outlined based on computational inferences

from allele frequencies of whole-genome sequencing of bulk

tumors (Ding et al., 2012) or by low-resolution sequencing of sin-

gle cancer cells (Navin et al., 2011). Unfortunately, both of these

approaches have many technical caveats and are prohibitively

expensive to apply for large patient cohorts.

An alternative to the whole-genome studies is to study genetic

diversity using a single or a few genomic loci. Although this

approach cannot reveal the clonal architecture within a tumor,

it is more feasible due to minimal sample requirements and low

cost. Importantly, diversity indices calculated based on a limited

number of loci (even selectively neutral ones) have been shown

to predict clinical outcome (Maley et al., 2006; Merlo et al.,

2010). Cellular heterogeneity reflects both clonal heterogeneity

and genetic instability; thus, it can be impacted by anticancer

therapy on several levels. First, the new selective pressures

are expected to favor relatively treatment-resistant clonal

subpopulations over sensitive ones, therefore limiting clonal

diversity. Second, genotoxic treatments may elevate genomic

instability, thereby potentially increasing cellular genetic diver-

sity. Despite its clinical importance, the potential impact of

cancer therapy on cellular genetic heterogeneity is largely un-

known. Here, we report the effects of neoadjuvant chemo-

therapy on the extent of genetic and phenotypic cellular diversity

within breast tumors and the associations between intratumor

genetic heterogeneity and therapeutic outcomes.

RESULTS

Tumor-Subtype- and Cancer Cell-Type-Specific
Differences in Genetic Diversity
To investigate relationships between intratumor heterogeneity

and cancer therapy, we analyzed pre- and posttreatment tumor

biopsies from 47 patients with breast cancer undergoing neoad-

juvant chemotherapy (Table S1). These included 13 luminal A, 11

luminal B, 11 HER2+, and 12 TNBC (triple-negative breast

cancer) tumors representing each of the major breast tumor

subtypes (Perou et al., 2000). Four patients showed pathologic

complete response (pCR) to treatment; thus, in these cases,

posttreatment samples could not be analyzed.

Genetic heterogeneity was assessed based on immuno-

fluorescence in situ hybridization (iFISH) using BAC (bacterial

artificial chromosome) probes for 8q24.3, 10p13, 16p13.3, and

20q13.31 and the corresponding centromeric probes (CEPs)

to distinguish between gain of whole chromosomes versus

specific chromosomal regions. These genomic loci were

selected because they are the most commonly amplified chro-

mosomal regions in breast cancer regardless of tumor subtype

(e.g., 8q24) or within a specific tumor subtype (Nikolsky et al.,

2008). Phenotypic heterogeneity was assessed by staining for

CD44 and CD24 (Figure 1A) because prior studies from our

and other laboratories demonstrated that these cell surface

markers identify cancer cells with distinct molecular and biolog-

ical properties (Al-Hajj et al., 2003; Bloushtain-Qimron et al.,

2008; Li et al., 2008; Liu et al., 2007; Shipitsin et al., 2007),

including genetic heterogeneity both between and within

CD44+ and CD24+ breast cancer cell populations (Park et al.,

2010a; Shipitsin et al., 2007). The neoplastic nature of the cells

was confirmed by examining cellular and nuclear morphology

using adjacent hematoxylin and eosin-stained slides and in

the majority of cases by the presence of chromosomal copy

number gain.

The 8q24 BAC and chromosome 8 (chr8) CEP signals were

counted in about 100 individual cells for each of the four pheno-

typically distinct tumor cell populations (i.e., CD44+CD24&,
CD44+CD24+, CD44&CD24+, and CD44&CD24& cells). Diversity

was evaluated based on Shannon and Simpson indices (Magur-

ran, 2004) that were calculated in four different ways based on

measures of (1) copy number of 8q24 (BAC probe), (2) copy

number of chr8 centromeric region (CEP), (3) ratio of BAC/CEP

counts, and (4) individual copy number of both BAC and CEP

probes in each cell (unique counts). Overall, each of the four

different calculations displayed similar relative differences

among tumors and matched pre- and posttreatment samples,

but diversity indices were the highest based on unique counts

(Table S2). Thus, owing to itsmore accurate prediction of genetic
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diversity, we subsequently used unique counts for all analyses

unless otherwise indicated.

First, we investigated whether pre- and posttreatment genetic

diversity for 8q24 is different in distinct breast tumor subtypes.

HER2+ tumors had significantly higher diversity after treatment

compared to luminal B and TNBC tumors (Figure 1B; Table

S2). However, there was no significant difference in overall

genetic diversity in any of the tumors between pre- and post-

treatment samples (Figure 1C). Next, we investigated potential

changes in genetic diversity in phenotypically distinct tumor

cell subpopulations. We required cell subpopulations for anal-

ysis to represent at least 5% of all cancer cells within a tumor

in order to avoid a counting bias; thus, not all four phenotypic

types were analyzed in all samples. In some tumors, we

observed significant differences in the relative distribution of

copy number for BAC or CEP probes or BAC/CEP ratios in

specific cell subpopulations when comparing pre- and post-

treatment data (Figure S1A). We also observed changes in cell

populations and unique cancer cells based on kernel density

estimates and Whittaker plots (Figures S1B and S1C). However,

pairwise analysis of pre- and posttreatment differences in ge-

netic diversity in each of the four phenotypic subpopulations

across all tumors did not reveal significant changes (Figure 1D);

cell-type-specific genetic diversity was significantly higher after

treatment only in a few cases (Figure 1E; Table S2).

To ensure that our results were not due to the inaccurate

reflection of overall genomic diversity based on 8q24 counts,

we also analyzed three additional loci commonly amplified in

luminal (16p13), TNBC (10p13), and HER2+ (20q13) tumors.

Similar to 8q24, these additional loci also failed to demonstrate

significant changes in genetic diversity (Figure 1F). Our data

suggest that genetic diversity is an intrinsic tumor trait that re-

mains relatively stable during treatment.

Changes in Phenotypic Heterogeneity Highlight Biologic
Differences among Cell Types
To determine potential changes in cellular phenotypes due to

treatment, we analyzed the relative frequency of the four distinct

cell subpopulations within tumors. We observed a significant

increase in the frequency of CD44&CD24+ cells in luminal A,

luminal B, and TNBC tumors after treatment, and residual

TNBC tumors were also enriched for CD44&CD24& cells (Figures

2A and 2B). Concomitantly, there were fewer CD44+CD24& cells

in luminal A and triple-negative tumors after treatment, whereas

HER2+ tumors displayed very few changes in the distribution of

cell subpopulations. Next, we estimated the degree of pheno-

typic diversity based on the Shannon index and found that

phenotypic diversity for CD44 and CD24 markers tends to

decrease in luminal tumors, whereas it increases in TNBC

tumors (Figure S2).

Because chemotherapy is thought to target proliferative cells

(Collecchi et al., 1998), the observed changes in the relative

frequencies of the four cell subpopulations could be due to

cell-type-specific differences in proliferation. Thus, we assessed

the frequency of cells positive for the Ki67 proliferation marker

within each of the four cell types before and after treatment.

The fraction of Ki67+ cells was lower in all cell types in all tumors

after treatment, with only a few exceptions (Figure S3A). We also

observed significant differences in the proportion of Ki67+ cells

before treatment between CD44+CD24& and CD44&CD24+ cell

populations, which were themost and least proliferative, respec-

tively (Figures 2C and 2D). Spearman correlation analysis of

associations between changes in the frequency of Ki67+ cells

and cell subpopulations revealed a significant positive correla-

tion in CD44+CD24& cells (p = 0.007) and a significant negative

correlation in CD44&CD24+ cells (p < 0.001) (Figure 2E). These

results imply that the increase in the relative frequency of

CD24+ compared to CD44+ cells after treatment might be due

to the preferential elimination of the more proliferative CD44+

cells by chemotherapy. Thus, if a tumor remains highly prolifera-

tive after treatment, it has a higher CD44+CD24&-to-
CD44&CD24+ cell ratio. However, the possibility of conversion

from CD44+ to CD24+ cellular phenotypes or a change in the

expression of these markers due to the cell-cycle phase or as

a direct effect of treatment cannot be excluded. These results

are in agreement with previous findings that treatment selects

for slow-growing CD24+ cancer cells in lung cancer (Sharma

et al., 2010) and in melanoma (Roesch et al., 2013).

Differences in cellular proliferation could also be related to

differences in genetic diversity because faster-growing cells

may have a larger population size and might therefore be more

likely to accumulate genetic abnormalities. Thus, we also

analyzed potential associations between the proliferation rate

of each cell type and its genetic diversity index. Spearman

correlation analysis demonstrated significant associations be-

tween Ki67 levels and the Shannon index of genetic diversity in

CD44&CD24+ (p = 0.007) and CD44+CD24+ (p = 0.027) cells

before treatment, suggesting that the observed genetic diversity

in these cell subpopulations could be influenced by their lower

proliferation rates (Figure S3B). In contrast, after treatment,

Ki67 levels and Shannon indices showed a significant (p =

0.04) correlation only in CD44+CD24& cells. We failed to observe

Figure 1. Genetic Diversity in Breast Cancer According to Tumor Subtype and Treatment

(A) Representative images of iFISH in four tumors of the indicated subtypes before and after treatment.

(B) Shannon index of diversity in each tumor subtype before and after treatment calculated based on unique BAC and CEP counts for each cell. Each dot

represents an individual tumor, black line shows mean ± SEM, and colors indicate luminal A (dark green), luminal B (light green), triple-negative (orange), and

HER2+ (violet) tumor subtypes. Asterisks mark significant differences between subtypes: *p % 0.05 and **p % 0.01, by Wilcoxon rank sum test.

(C)CorrelationsbetweenShannon indices in each tumorbefore andafter treatment and the relative change indiversity in each tumor. Black lineshowsmean±SEM.

(D) Correlations between pre- and posttreatment Shannon indices in the indicated cell subpopulations and tumor subtypes. Not all cell subpopulations are

present in all tumors.

(E) Shannon index in phenotypically distinct subpopulations in individual tumors before and after treatment. Each vertical line separates individual cases. LumA,

luminal A; LumB, luminal B; TN, triple negative.

(F) Correlations between Shannon indices in each tumor before and after treatment for the indicated loci.

See also Figure S1 and Tables S1 and S2.
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any associations between changes in diversity and changes in

the fraction of Ki67+ cells during treatment (Figure S3C), sug-

gesting that although differences in proliferation could be asso-

ciated with differences in diversity in some cell subpopulations

before treatment, changes in proliferation were not generally

associated with differences in diversity after treatment.

Topology Maps to Explore Changes of Cellular
Heterogeneity in Spatially Explicit Context
The previous analyses focused on population-level genotypic

and phenotypic diversity. However, intermixing of tumor cells

is substantially restricted in solid tumors by tissue architecture.

Furthermore, heterogeneity of intratumor microenvironments,

including differences in extracellular matrix and vascularization,

is expected to impact selective pressures and differentiation

cues, thereby translating into differences in genotypes and

phenotypes. Therefore, we decided to address whether ac-

counting for spatially explicit tissue organization can reveal

therapy-induced changes in cellular heterogeneity missed by

population-based analyses. To investigate this issue, we created

tumor topology maps by analyzing the distribution of cancer

cells with distinct genotypes and phenotypes in three physically

distinct regions in 15 tumors (5 of each of the 3 major subtypes)

before and after treatment. These cases were selected based on

the presence of sufficiently large cell numbers after treatment to

allow cell-to-cell interaction analyses. For each cell, we recorded

copy numbers of 8q24 BAC and chr8 CEP probes and cellular

phenotype. Representative examples of such topology maps

Figure 2. Changes in Phenotypic Heterogeneity and Cell-Type-Specific Variations in Proliferation Rates

(A) Changes in the frequency of the indicated cell subpopulations in the different tumor subtypes. Dotted line connects values for each cell subpopulation before

and after treatment. Significant p values by two-sided Wilcoxon matched-pairs signed rank test are shown.

(B) Box plot depicts relative changes in the frequency of each of the four cell subpopulations. Boxes correspond to 25th–75th percentile, whereas whiskers mark

maximumandminimumvalues.Asterisks indicate statistically significantdifferencesby two-sidedWilcoxonmatched-pairs signed rank test: *p<0.05and**p<0.01.

(C) Representative immunofluorescence images of Ki67 staining in specific cell subpopulations.

(D) Frequency of Ki67+ cells before treatment. Boxes correspond to 25th–75th percentile, whereas whiskers mark maximum and minimum values.

(E) Correlation between differences (D denotes posttreatment minus pretreatment values) in the frequency of cell subpopulations and percentage (%) of Ki67+

cells after treatment. Negative values indicate a decrease of each variable after treatment. A 95% confidence interval is indicated in yellow.

See also Figures S2 and S3.
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are depicted in Figures 3A–3C (Patient 1, Luminal A tumor) and

S4 (patient 20, TNBC, and patient 30, HER2+ tumor). The tumor

of patient 1 showed a marked increase in both 8q24 BAC and

chr8 CEP copy numbers and in the frequency of CD44&CD24+

cells after treatment (Figures 3A–3C). In patient 20, there was a

clear decrease in both 8q24 BAC and chr8 CEP copy numbers,

but no substantial changes in the frequencies of cellular pheno-

types (Figures S4A–S4C). In contrast, in patient 30, there was a

dramatic increase in 8q24 BAC copy numbers with a concomi-

tant decrease in chr8 CEP counts but essentially no changes

in cellular phenotypes (Figures S4D–S4F). Therefore, at least

some tumors display substantial phenotypic and genotypic

differences pre- and posttreatment. Despite these changes,

pre- and posttreatment genetic diversity indices in the three

topologically distinct areas of each tumor were not significantly

different (Table S3; Figure S5), with the exception of two cases

(patients 1 and 3, both with partial response to treatment). These

results imply that the analysis of even one region might be suffi-

cient to assess overall genetic diversity of a tumor. However,

because the distant regions we compared were still within one

section and one biopsy, the possibility cannot be excluded

that biopsies taken from distant parts of the tumor may show

more pronounced differences. Furthermore, the lack of signifi-

cant differences in genetic diversity in different regions of the

same tumor does not mean that tumor cells located in distinct

areas are genetically identical. It rather implies that diversity is

an inherent feature of the tumors that is less subjective to sam-

pling bias than the measurement of a specific trait.

Effect of Treatment on the Distribution of Genetic
Heterogeneity within Topology Maps
We then employed the topology maps to assess the effects of

treatment on spatial distribution of genetic heterogeneity by

measuring genetic distances between the adjacent and all

cancer cells within tumors using the copy number differences

for both 8q24 BAC and chr8 CEP. We observed that in most

cases, the distribution of the differences in copy number was

significantly different after treatment compared to before treat-

ment, both when considering the differences only in adjacent

cells or in all cells (Figures 3D and 4A). However, in some cases,

the distribution of the differences in adjacent cells was not signif-

icantly different (Figure 4B), indicating the differential topologic

distribution of cells with similar copy number. We observed

that in several tumors, the genetic distance for both 8q24 BAC

and chr8 CEP probes changed in the same direction after

treatment, whereas in a few cases, the divergence for the 8q24

BAC probe decreased with a concomitant increase in variability

for chr8 CEP (Figures 3D and 4A–4C). Overall, in the 15 tumors

analyzed, the cell-to-cell variability for 8q24 BAC and chr8 CEP

counts was significantly higher after treatment in eight cases,

lower for chr8 CEP copy number in five patients, and decreased

for 8q24 in three cases (Figure 4C). Therefore, incorporation of

spatially explicit context into analysis of genetic diversity has

revealed differences missed by population-wide analysis. How-

ever, the causes of the observed differences are difficult to inter-

pret because increase in copy number differences between

adjacent cells after chemotherapy could be due to an increase

in genetic instability, the selection for slowly proliferating cells

that are more likely to be phylogenetically distinct, or increased

cell migration.

We then sought to obtain further insight by analyzing changes

in genetic divergence within cells with similar phenotype

focusing on the four phenotypically distinct cellular subpopula-

tions defined by expression of CD24 and CD44. We found sig-

nificant cell-type-specific differences in the degree of genetic

variability between all cells and all adjacent cells of the same

phenotype within individual tumors. For example, in a luminal

tumor (patient 1), the increase in cell-to-cell variability for 8q24

and chr8 CEP copy numbers was significant in CD44&CD24+

and CD44&CD24& cells when considering all cells, whereas in

adjacent cells, only the CD44&CD24+ fraction showed a sig-

nificant increase for both BAC and CEP probes (Figure 3E).

In this tumor, we could not detect any CD44+CD24& and

CD44+CD24+ cells after treatment. Thus, it is possible that the

increased genetic heterogeneity of the CD44&CD24+ and

CD44&CD24& fractions was due to phenotypic switch of the

CD44+ cell populations due to treatment.

Similarly, in a TNBC (patient 20), variability for 8q24 and chr8

CEP counts decreased in all CD44+CD24& and CD44&CD24&

cells (adjacent or not), but in CD44+CD24+ cells, the variability

for 8q24 only decreased in adjacent cells (Figures 5A and 5B).

Similar differences were observed in other cases for changes

in genetic variability between adjacent cells compared to all cells

within the tumor, like in a HER2+ tumor (patient 30) (Figures 5B

and 5C).

The increased genetic variability in adjacent cells of the same

phenotype together with the significant changes in the relative

frequency of distinct cell subpopulations due to treatment

suggests either selection for distinct phenotypes based on their

differential sensitivity to the treatment or increased rates of

genomic instability resulting from the treatment. Interestingly,

in all 15 tumors analyzed, the frequency of homotypic-pheno-

typic clustering was significantly higher compared to the hetero-

typic one both before and after treatment (Figure 3F). Thus,

tumor cells tend to cluster more based on their phenotype than

on their genotype. The results of these topology analyses high-

light the insights afforded by analyzing tumors at the single-cell

level and in situ because the spatial organization of the cells

with distinct genotypes and phenotypes is lost when analyzing

bulk tissues or dissociated cells.

Computational Modeling Allows an Investigation of
Tumor Growth Patterns and Evolution during Treatment
To better understand the forces that could give rise to the

observed patterns of spatial clustering of cells with the same

phenotype, we next developed a stochastic computational

model of cellular proliferation and death utilizing our tumor topol-

ogy and Ki67 data (see Supplemental Experimental Procedures

for details). This model is based on a stochastic process of cell

growth and death in a 2D cross-section of a tumor, implemented

as a patient-specific computer simulation informed by para-

meters measured in a patient-specific manner. This model was

used to investigate the growth patterns and evolutionary dy-

namics of tumor cells during chemotherapy and also enabled

us to determine the extent to which proliferation alone could

explain the detected clustering of phenotypes.
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Figure 3. Analysis of Tumor Topology

(A–C) Maps showing topologic differences in the distribution of genetically distinct tumor cells based on copy number for 8q24 BAC (A), chr8 CEP (B), and cellular

phenotype (C) in three different regions of a luminal A tumor (Patient 1).

(D) Histograms depicting absolute differences in copy numbers for BAC and CEP probe counts regardless of phenotype in all cells or in adjacent cells before and

after treatment.

(legend continued on next page)

520 Cell Reports 6, 514–527, February 13, 2014 ª2014 The Authors



The initialization state for the simulation for each patient con-

sisted of the cell coordinates for each cell in the pretreatment

samples, an estimation of the age of each cell based on its

size, and the cellular phenotypes. We considered the average

length of the cell cycle across all cellular phenotypes and all

patients to be comparable to the average cell-cycle time deter-

mined by cell line experiments (Schiffer et al., 1979), and then

varied individual cell-cycle times based on the corresponding

Ki67 values. Initially, we assumed that daughter cells maintained

the same phenotype as the mother cell, thus neglecting the

possibility of phenotypic switching or migration; this assumption

was later relaxed.

Each patient-specific simulation was performed for three

phases of proliferation. The first phase consisted of the period

of time between biopsy and start of chemotherapy. Cell prolifer-

ation occurred at the rates determined by the pretreatment Ki67

data. The probability of cell death per unit time for each pheno-

type was selected to maintain a roughly constant population

size. We chose these values for cell death because rates of

apoptosis correlate well with proliferation, and the montage of

visualized cells did not consist of cells crowded together as

would be consistent with high growth rates. During treatment,

we lowered proliferation by 5% and adjusted the rate of cell

death accordingly. This choice of treatment effect was selected

by fitting the number of cells at the end of the simulation to the

number of cells observed in the posttreatment samples, and

due to evidence of a decrease in proliferation with anthracyclines

with a corresponding decrease in apoptotic index (Burcombe

et al., 2006). The last phase consisted of the period of time

between the end of chemotherapy and surgery. Cell proliferation

in this phase occurred at the rates determined by the post-

treatment Ki67 data (Figure 6). These three time periods were

obtained individually for each patient and implemented in the

patient-specific simulations.

Using thismodel, we found that the level of clustering detected

in our posttreatment samples was less than what would be

expected in a model without cellular motility or phenotypic

switching (Figure 6; Table S4; Movie S1). Therefore, we sought

to determine rates of phenotypic switching that would fit the

distribution of cell types found in our posttreatment samples.

We identified a lower requirement for phenotypic switching or

motility among the luminal tumors, whereas we observed both

(E) Histograms depicting absolute differences in copy numbers for BAC and CEP probe counts in all cells of the same phenotype or in adjacent cells of the same

phenotype before and after treatment. CD44+CD24& and CD44+CD24+ cell subpopulations are not present after treatment.

(F) Fraction of adjacent cells with the same phenotype before and after treatment. Asterisks indicate significant changes. Significance of differences was

determined by calculating the homotypic fraction for 100,000 iterations of permutation testing over randomized cellular phenotypes.

See also Figures S4 and S5 and Table S3.

Figure 4. Genotype of All Cells and Adjacent Cells within Tumors

(A and B) Histograms depicting variability for 8q24 BAC and chr8 CEP probe counts regardless of phenotype in all cells (left panel) or in adjacent cells (right panel)

before and after treatment in a triple-negative tumor (patient 20) (A) and in a HER2+ tumor (patient 30) (B).

(C) Summary of differences for 8q24 BAC or chr8 CEP probe counts in all cells before and after treatment in the 15 tumors analyzed. Asterisks mark significant

differences, and red and blue color indicates increase and decrease in differences, respectively. Data are presented as mean ± SEM.
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low and high rates for patients with HER2+ and triple-negative

tumors (see Supplemental Experimental Procedures for more

details). The inclusion of migration in this model, based on intra-

vital imaging of metastatic breast cancer cells (Kedrin et al.,

2008), led to increases in the rates of phenotypic switching

necessary to recapitulate the posttreatment data but did not

change the relative ordering of the breast tumor subtypes with

regard to this rate. Migration was assumed to occur in a nondi-

rected manner (i.e., in random directions) and was considered

to be higher for CD44+CD24& and CD44+CD24+ cells as

compared to CD44&CD24+ and CD44&CD24& cells. This model

provides a proof of principle of feasibility of the prediction of ther-

apy-induced phenotypic changes in tumor based on the detailed

characterization of tissue samples at the single-cell level before

and after treatment.

The Impact of Intratumor Diversity on Therapeutic
Responses
To explore the potential impact of intratumor diversity on thera-

peutic resistance, we compared genetic and phenotypic diver-

sity among tumors classified as pCR and pathological partial

response (pPR) or stable disease. Interestingly, tumors with

pCR had the lowest pretreatment genetic diversity using mea-

sures that incorporated 8q24 copy number, whereas tumors

with partial response or stable disease were not significantly

different from each other, neither before nor after treatment (Fig-

ures 7 and S6A; Table S5).

Age at diagnosis affects both breast tumor subtype and the

success of chemotherapy within a subtype (Hess et al., 2006).

TNBC is more common in younger women, and chemotherapy

also tends to be more effective in younger patients (Silver

Figure 5. Genetic and Phenotypic Differences between All Cells and Adjacent Cells

(A) Histograms depicting variability for 8q24 BAC and chr8 probe counts in all cells of the same phenotype (left panel) or in adjacent cells of the same phenotype

(right panel) before and after treatment in a triple-negative tumor (patient 20).

(B) Plots depicting differences in 8q24 BAC and chr8 CEP copy number in all adjacent cells and in adjacent cells of the same phenotype. Asterisks indicate

significant differences, and yellow and green color indicates increase and decrease in differences, respectively. Data are presented as mean ± SEM.

(C) Similar as (A), histograms for a HER2+ tumor (patient 30).

522 Cell Reports 6, 514–527, February 13, 2014 ª2014 The Authors



et al., 2010). These epidemiological data suggest that tumors of

different subtypes may have different evolutionary paths and

growth kinetics such as the length of time from tumor initiation

to diagnosis, which may influence both treatment responses

and intratumor heterogeneity. Thus, we analyzed potential

associations between the age at diagnosis and the Shannon

diversity index of each tumor. We found that the extent of pre-

treatment diversity did not display a significant correlation with

patient age (Figure S6B). However, older age at diagnosis was

significantly correlated with a decrease in genetic diversity

during treatment in TNBC (p = 0.025) and an increase in genetic

diversity in HER2+ tumors (p = 0.038; Figure S6C). These results

suggest that TNBC in older womenmay have a dominant, slowly

proliferating subpopulation that is resistant to treatment,

whereas HER2+ tumors in older women might be more geneti-

cally unstable.

It is possible that treatment-induced changes in genetic

diversity might be masked by rediversification during the time

interval between the end of treatment and posttreatment sample

collection (i.e., surgery). Similarly, the duration of the treatment

(i.e., length of selective pressure) might affect intratumor genetic

diversity. Thus, we analyzed potential associations between

these clinical variables and changes in genetic diversity but did

not detect any significant associations (Figures S6D and S6E).

These results suggest that the observed lack of changes in ge-

netic diversity during neoadjuvant chemotherapy is not likely to

be affected by the lengths of treatment and time between the

last dose of chemotherapy and the surgical removal of residual

tumors.

DISCUSSION

Here, we describe a single-cell-based analysis of intratumor

genetic and phenotypic diversity and topology in a cohort of

breast tumors prior to and after neoadjuvant chemotherapy.

Although inter- and intratumor heterogeneity has been described

and well characterized in breast cancer (Cancer Genome Atlas

Network, 2012; Geyer et al., 2010; Hernandez et al., 2012;

Polyak, 2011; Stephens et al., 2012; Yap et al., 2012), our

knowledge of how intratumor heterogeneity may change during

therapeutic interventions in distinct subtypes of breast cancers

is very limited.

Neoadjuvant (i.e., preoperative) chemotherapy is a well-

established standard treatment option for patients diagnosed

with locally advanced disease or patients with large potentially

operable tumors (Kaufmann et al., 2006). In addition to its

effectiveness in reducing the size of the primary tumor, allow-

ing for less-extensive surgery, neoadjuvant chemotherapy

also improves long-term clinical outcome, presumably by elim-

inating micrometastatic disease (Fisher et al., 1998). Moreover,

Figure 6. Examples of Snapshots of Computer-Simulated Tumor Growth during Treatment

Representative images depicting changes in tumor topology and cellular composition during treatment based on simulations. Modeling was built based on actual

data obtained from cases analyzed for topology. Confocal images were converted into topology maps for the distribution of cell phenotypes that served as time

zero for the mathematical simulations of tumor growth. See also Table S4 and Movie S1.
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a pCR to neoadjuvant treatment is a strong predictor of long-

term disease-free survival (Esserman et al., 2012), particularly

in estrogen receptor (ER)-negative cancers. Despite wide-

spread use of neoadjuvant therapies, our knowledge of their

influence on the subsequent evolution of the tumors is very

limited.

The success of chemotherapy is influenced by breast tumor

subtype, with luminal tumors in general being less responsive

than HER2+ and TNBC (Houssami et al., 2012). Because chemo-

therapy is thought to target proliferating cells, associations

between tumor proliferation (measured by the Ki67 index) and

treatment response have been extensively characterized, with

conflicting results. A recent study found that the relative change

in the fraction of Ki67+ cells, but not the absolute pre- and post-

treatment levels of Ki67+ cells, is an independent predictor of

treatment outcomes after neoadjuvant chemotherapy in luminal

B, HER2+, and TBNC subtypes (Matsubara et al., 2013).

Changes in hormone receptors and HER2 due to neoadjuvant

therapy have also been analyzed with inconclusive results (van

de Ven et al., 2011).

More recently, intratumor heterogeneity for cellular pheno-

types, mainly focusing on stem cell-like and more differentiated

cell features, has been explored as a potential predictor of the

success of neoadjuvant chemotherapy. The frequency of

CD44+ stem cell-like and CD24+ more-differentiated breast

cancer cells varies within tumors according to subtype, with

CD44+ cells being more common in TNBCs than in luminal

cancers (Honeth et al., 2008; Park et al., 2010b). The relative

frequency of these cells within tumors also changes during

neoadjuvant chemotherapy. A study analyzing pre- and

posttreatment samples by fluorescence-activated cell sorting

(FACS) found an increase in CD44+CD24& cells; however,

the neoplastic nature of these cells was not confirmed

(Li et al., 2008). Another report found that whereas an increased

frequency of CD44+CD24& cells after neoadjuvant chemo-

therapy was a poor prognostic factor, tumors that had a high

fraction of these cells were more likely to have a pCR (Lee

et al., 2011).

Here, we showed that whereas overall intratumor cellular

genetic diversity for 8q24, 16p13, 10p13, and 20q does not

change during treatment in tumors with a partial or no response,

there are significant changes in phenotypically distinct tumor cell

subpopulations within tumors and in the relative localization of

these populations of cells. Some of these changes might be

explained by the observed differences in the proliferation rates

among cell types, with CD44+CD24& cells being more prolifera-

tive and thus more likely to be eliminated. Our data, however,

also imply potential changes in cellular phenotypes and selection

for cells with more differentiated luminal features due to lower

sensitivity to the therapy stemming from lower proliferation

capacity. Moreover, our findings provide a potential explanation

for the apparent paradox between the presumed resistance of

CD44+ stem cell-like breast cancer cells (i.e., cancer stem cells)

(Dave et al., 2012) and our data demonstrating a relative

decrease in this cell population due to treatment. Based on

our data, CD44+CD24& cells are more proliferative than

CD44&CD24+ cells, and thus, they might be preferentially elimi-

nated by chemotherapy. If a tumor does not respond to treat-

ment due to inherent resistance, which is independent of stem

cell-like or epithelial phenotype, then there is an apparent in-

crease in the relative frequency of CD44+CD24& cells due to their

higher proliferation.

Our observation that in some cases adjacent cells within a

tumor are more likely to be genetically divergent yet phenotypi-

cally similar implies that homotypic cell-cell interactions might

favor treatment resistance and also that chemotherapy might in-

crease genetic instability or select for cells with higher chromo-

somal instability.

Our computational model of tumor cell proliferation provides a

tool with which we can predict changes in the distribution of cell

phenotypes in a patient-specific fashion. These variations can

manifest themselves in spatial coordinates and clustering of

cells, or they can be the result of changing population dynamics

over periods of time with and without therapy. Here, we found

that the clustering of cellular phenotypes could not have

occurred solely due to cell division placing daughter cells closer

to the parent cell but must require some level of phenotypic plas-

ticity. We tested varying levels of phenotypic switching and

found that no single rate of switching could account for the diver-

gence between simulation and biopsy samples: instead, rates of

switch may vary at the subtype or individual patient level. We

Figure 7. Associations between Intratumor Diversity and Pathologic
Response to Treatment

(A) Shannon index of diversity before and after treatment in tumors with

different response to treatment. Significant p values between groups by the

Wilcoxon rank sum test are indicated. Black lines show the mean ± SEM.

Tumors with lower pretreatment diversity are more likely to have pCR

regardless of tumor subtype. Tumors with pCR were only analyzed prior to

treatment because there was no tumor tissue left at the time of surgery.

(B) Shannon index of diversity before and after treatment in tumors with

different grade. Boxes correspond to 25th–75th percentile, whereas whiskers

mark maximum and minimum values. Significant p values by two-sided Wil-

coxon matched-pairs signed rank test are shown.

See also Figure S6 and Table S5.
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also investigated the effects of migration on the predicted levels

of phenotypic switching and found that migration increases

the rate of phenotype switching necessary to explain the patient

data. This effect might arise because migration scatters

cells more widely throughout the tumor, and hence, phenotype

switching is needed to return the patterns of cells to those

observed in patient samples.

In summary, our data provide an integrated view of how the

genotype (measured by 8q24 copy number), phenotype (CD24

and CD44 expression and proliferation state), and topology

(distribution of cancer cells with defined genotype and pheno-

type within tumors) change in response to neoadjuvant chemo-

therapy in breast cancer. Because phenotypic diversity in

combination with selection pressure by local microenviron-

mental signals is the driver of tumor evolution, our results high-

light the importance of using an integrated approach. Finally,

our in silico simulation of tumor growth using models built on

the patient-specific characterization of tumors at the single-cell

level in situ prior to and after chemotherapy illustrates the feasi-

bility of predicting the evolution of tumors during treatment—

knowledge that could be used for the design of more effective

treatment strategies.

EXPERIMENTAL PROCEDURES

For further details, see the Supplemental Experimental Procedures.

ImmunoFISH

The use and collection of the human tissue samples were performed following

protocols approved by the institutional review boards of the hospitals partici-

pating in this study. Formalin-fixed paraffin-embedded breast tumor samples

were dewaxed in xylene and hydrated in a series of ethanol. Heat-induced

antigen retrieval was performed in citrate buffer (pH 6), following by pepsin

digestion. The immunostaining for CD44 and CD24 was performed at room

temperature, followed by the hybridization with BAC and CEP probes and

incubation for 20 hr at 37#C. After several washes with different stringent

SCC buffers, the slides were air-dried and protected for long storage with

ProLong Gold. Different immunofluorescence images from multiple areas of

each sample were acquired with a Nikon Ti microscope attached to a Yoko-

gawa spinning-disk confocal unit, 603 plan apo objective, and OrcaER cam-

era controlled by Andor iQ software.

Immunofluorescence Analysis of Cellular Phenotypes and

Proliferation

Multicolor immunofluorescence for CD44, CD24, and Ki67 was performed

using whole sections of formalin-fixed paraffin-embedded breast tumor sam-

ples by sequential staining after antigen retrieval in citrate buffer (pH 6).

Different immunofluorescence images were acquired as described before,

and the frequency of each cell phenotype was calculated by counting an

average of 300 cells in each sample.

Statistical Analyses

Genetic diversity was determined as described by Park et al. (2010a).

Statistical differences in genetic diversity were analyzed by bootstrapping

and comparing the mean count of each bootstrap repetition against the

mean count of the smaller cell population. Correlations were assessed using

Spearman’s rank-based coefficient. The association between diversity indices

and clinical variables was assessed using the Wilcoxon test for categorical

clinical variables (such as response) and a permutation test based on Spear-

man’s rank correlation for continuous clinical variables (such as size). Statisti-

cal differences in pre- and posttreatment BAC andCEP counts were evaluated

using the achieved significance level (ASL) method of Efron and Tibshirani

(1993).

SUPPLEMENTAL INFORMATION

Supplemental Information includes Supplemental Experimental Procedures,

six figures, five tables, and one movie and can be found with this article online

at http://dx.doi.org/10.1016/j.celrep.2013.12.041.
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SUMMARY

Gli proteins are transcriptional effectors of the
Hedgehog (Hh) pathway in both normal develop-
ment and cancer. We describe a program of
multisite phosphorylation that regulates the con-
version of Gli proteins into transcriptional activa-
tors. In the absence of Hh ligands, Gli activity
is restrained by the direct phosphorylation of
six conserved serine residues by protein kinase A
(PKA), a master negative regulator of the Hh
pathway. Activation of signaling leads to a global re-
modeling of the Gli phosphorylation landscape: the
PKA target sites become dephosphorylated, while a
second cluster of sites undergoes phosphorylation.
The pattern of Gli phosphorylation can regulate Gli
transcriptional activity in a graded fashion, suggest-
ing a phosphorylation-based mechanism for how a
gradient of Hh signaling in a morphogenetic field
can be converted into a gradient of transcriptional
activity.

INTRODUCTION

The Hedgehog (Hh) pathway is an evolutionarily conserved

signaling system that plays a central role in embryogenesis

and adult tissue homeostasis. Itsmisregulation leads to develop-

mental defects and to cancers of the skin and the brain (Briscoe

and Thérond, 2013; Hahn et al., 1996). The Gli (Glioblastoma)

transcription factors in vertebrates control the Hh gene expres-

sion program (Hui and Angers, 2011). Despite the importance

of Gli proteins in development, regeneration, and cancer, the

mechanism by which they acquire the ability to activate target

genes has remained enigmatic.

Among the three mammalian Gli proteins, Gli2 and Gli3 are the

first responders to the Hh signal. Once activated, Gli2/3 then

induce the expression of Gli1, which acts as an amplifier of the

response. Gli2/3 can perform two opposing functions at target

promoters (Figure 1A; reviewed in Hui and Angers, 2011).

When the pathway is off, Gli2/3 proteins are converted into trun-

cated repressor forms (hereafter abbreviated GliR), which inhibit

target gene transcription. When the Hh ligand is received, GliR

production is blocked and Gli2/3 proteins are converted into

transcriptional activators (hereafter abbreviated GliA). In the

nucleus, the balance between GliR and GliA shapes the Hh

response. Between these two extremes, a substantial fraction

of Gli2/3 remains in the cytoplasm in a transcriptionally inactive

state (Humke et al., 2010). Quantitative changes in the GliR/

GliA ratio can lead to developmental defects in humans, under-

scoring the point that the precise level of Gli activity is often

critical for the sophisticated patterning events regulated by Hh

signaling during development (Hill et al., 2007; Kang et al.,

1997; Wang et al., 2000).

GliR and GliA production are both controlled by the seven-

transmembrane protein Smoothened (Smo; Figure 1A). Upon

Hh ligand reception by Patched (Ptc), Smo accumulates in a

microtubule-based protrusion of the cell membrane known as

the primary cilium (Corbit et al., 2005). Through an unknown

mechanism, ciliary Smo inhibits GliR formation and induces the

transport of Gli proteins to the tips of cilia (Kim et al., 2009;

Wen et al., 2010), where they dissociate from the negative regu-

lator Suppressor of Fused (SuFu; Humke et al., 2010; Tukachin-

sky et al., 2010). Thereupon, Glis translocate into the nucleus and

activate target genes. Nuclear Gli proteins are characterized by a

short half-life and reduced mobility on SDS-PAGE gels caused

by a distinct phosphorylation event, hereafter referred to as

‘‘hyperphosphorylation’’ (Humke et al., 2010).

The mechanistic details of the interaction between Smo and

Gli proteins are not understood. Several lines of evidence point

to protein kinase A (PKA) as a key regulator of the Hh signal
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downstream of Smo (Fan et al., 1995; Hammerschmidt et al.,

1996; Hynes et al., 1995; Jiang and Struhl, 1995; Lepage et al.,

1995; Li et al., 1995; Niewiadomski et al., 2013; Pan and Rubin,

1995; Strutt et al., 1995; Tuson et al., 2011). Pharmacological

activation of PKA completely blocks Hh signaling, even in the

presence of the Hh ligand or a Smo agonist. Conversely, genetic

ablation of PKA shifts the GliR/GliA balance strongly in favor of

GliA. This leads to full ligand-independent activation of Hh target

genes, manifested as complete ventralization of the embryonic

neural tube in mutant mice (Tuson et al., 2011). These data

clearly identify PKA as a negative regulator of Gli function, but

on a molecular level, our understanding of how Gli proteins are

influenced by PKA remains incomplete.

The mechanism by which PKA promotes GliR has been eluci-

dated in detail, guided by studies of the Drosophila Gli homolog

cubitus interruptus (Ci; Aza-Blanc et al., 1997; Méthot and Basler,

1999;PriceandKalderon,1999;Wangetal., 1999).PKAcanphos-

phorylateGli2/3at six conservedserine residues (P1–6) locatedon

the carboxyterminal side of the DNA binding Zn-finger domain

(Figure 1B; Wang et al., 2000). The phosphorylation of the first

four of these residues (P1–4) by PKA initiates a pathway that leads

to the partial processing of full-length Glis into GliR fragments by

the proteasome (Pan et al., 2009; Wang et al., 1999); the function

of the last two phosphorylation sites (P5,6) is unknown.

PKA plays an equally important but much less well-under-

stood role in suppressing Gli2/3A. Loss of phosphorylation at

sites P1–4, which regulates GliR production, does not seem to

be sufficient for this activation step. Transgenic mice harboring

nonphosphorylatable serine-to-alanine mutations in P1–4 of

Gli2 do not show the developmental phenotypes expected if

Gli2 was fully activated (Pan et al., 2009). Importantly, the neural

tube of these animals, in contrast to animals lacking PKA activity,

is not strongly ventralized. Thus, PKA must inhibit Gli2 activation

by phosphorylating sites other than P1–4.

Here, we elucidate the mechanism by which PKA inhibits the

production of GliA. PKA uses distinct phosphorylation patterns

Figure 1. PKA Phosphorylates Both Full and Partial Consensus Sites on Gli2/3 In Vitro

(A) Schematic representation of Gli2/3 regulation by Hh signaling. Active Smo induces the formation of GliA and suppresses the production of the truncated GliR.

(B) Location of the full (red dots; P1–6) and partial consensus (orange dots; Pa–o) PKA target sites that are conserved in both mouse and human Gli2 and Gli3.

(C) In vitro PKA phosphorylation of Myc-tagged Gli3 fragments containing the indicated target sites. An anti-myc immunoblot (top) shows total protein levels of

each fragment in the assay and the autoradiogram (bottom) shows 32P incorporation. The Pc-g (*) fragment was tested for both Gli3 and Gli2 since only the former

contains an additional PKA consensus target sequence.

(D) S/T residues presumed to be PKA targets weremutated in Gli3 fragments containing sites Pc-g, P1–4, P5,6, and Pm–o. Wild-type (W) or mutant (M) fragments

were subjected to in vitro phosphorylation as in (C).

(E) Protein sequences of Drosophila Ci, mouse Gli2, and Xenopus Gli3 were aligned using the Geneious algorithm and the degree of conservation of protein

sequences was plotted for either a 4-amino-acid or 15-amino-acid sliding window.
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to regulate GliR and GliA; phosphorylation of P1–4 is sufficient

for GliR production, while the inhibition of GliA formation is

dependent on all six sites from the P1–6 cluster. Smo activation

reduces phosphorylation of P1–6, showing that Hh signaling

wields direct control over phosphorylation at these sites. We

also find that P1–6 dephosphorylation allows the phosphoryla-

tion of Gli2 at a distinct cluster of sites, which plays a positive

role in Hh signaling. We propose that remodeling of the phos-

phorylation landscape of Gli2/3 proteins controls the transcrip-

tional output of Hh signaling and discuss the implications of

this model for the role of Hh as a morphogen in development.

RESULTS

PKA Phosphorylates Gli2/3 at Multiple Sites In Vitro
Previous work has implicated PKA both in GliR formation and in

GliA inhibition (Hammerschmidt et al., 1996; Pan et al., 2009;

Tuson et al., 2011; Wang et al., 1999, 2000), but the biochemical

mechanism by which PKA blocks GliA formation was unknown.

We hypothesized that PKA suppresses the formation of GliA by

direct phosphorylation of Gli2/3. In order to identify putative

inhibitory PKA target sites onGli2/3, we looked for full consensus

sites (R or K present at positions &2 and &3 from the S or T) and

partial consensus sites (R or K only present at either position &2

or position &3 from the S or T) that were conserved among

human and mouse Gli2 and Gli3 and were located outside the

DNA-binding zinc finger domain (Figure S1A). In addition to the

full consensus sites (P1–6) described previously (Pan et al.,

2009; Price and Kalderon, 1999; Wang et al., 2000), we identified

15 partial consensus sites (hereafter called Pa–o; Figures 1B and

S1B). Myc-tagged fragments of Gli3 containing various subsets

of these sites were tested as PKA substrates using an in vitro ki-

nase assay. Four fragments containing sites P1–4, P5,6, Pc–g,

and Pm–o could be phosphorylated by PKA (Figures 1C and

1D). Interestingly, both the P1–6 and the Pc–g clusters are

located in regions of Gli2/3 that are strongly conserved among

the Drosophila, Xenopus, and mouse proteins (Figure 1E).

PKA Target Sites P1–6 Regulate Gli3 Repressor and
Activator Functions
We first analyzed the six sites in the P1–6 cluster, which had pre-

viously been identified as PKA targets (Riobó et al., 2006; Wang

et al., 2000; Figure 2A). We decided to study P1–6 in the context

of both Gli3 andGli2, sinceGli3 is themajor repressor (Gli3R) and

Gli2 the major activator (Gli2A) in most tissues. To understand

the role of specific sites within the P1–6 cluster in regulating

the GliR/GliA balance, we made nonphosphorylatable alanine

mutants of P1–4 (P1–4A), P5 and P6 (P5,6A), or of the entire

P1-6 cluster (P1–6A) in Gli2 and Gli3. Since Gli proteins fail to

be regulated byHh signaling when overproduced in cells (Humke

et al., 2010), we sought to evaluate these Gli mutants under

endogenous expression levels. To that end, we stably expressed

hemagglutinin (HA)-tagged Gli2/3 (HA-Gli2/3) mutants in NIH/

3T3 fibroblasts using the Flp-In system, in which an expression

Figure 2. The P1–6 Cluster Regulates the

Balance between Gli3 Activator and Gli3

Repressor

(A) Location of sites P1–6 on mouse Gli2 and Gli3.

(B) An anti-HA immunoblot reveals the relative

levels of full-length and repressor Gli3 in whole-

cell extracts from NIH/3T3 Flp-In cells stably

expressing HA-tagged Gli3 variants.

(C) Distribution of full-length HA-Gli3 variants in

the nuclear (N) and cytoplasmic (C) fractions of

NIH/3T3 Flp-In cells left untreated or treated with

SAG (100 nM, 2 hr). In this and subsequent figures,

lamin A and tubulin serve as control nuclear and

cytoplasmic proteins to assess the quality of the

fractionation and bars above each blot represent

the relative abundance of HA-Gli3 in the cyto-

plasmic (gray) and nuclear (purple) fractions as

determined by quantitative immunoblotting. Fig-

ure S2B compiles data from five repeats of such

an experiment.

(D) Activation of a luciferase-based Hh reporter

gene in NIH/3T3 cells (untreated with any Hh

agonists) transiently transfected with the reporter

construct in combination with the indicated Gli3

variants. Values were normalized to reporter in-

duction seen with an empty plasmid (control).

Dashed gray line shows the level of reporter acti-

vation seen with SAG (100 nM; 24 hr) in cells

transfected with a control vector. See also Fig-

ure S2C. Error bars indicate SD from three inde-

pendent transfections.
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construct is introduced as a single-copy insertion into a defined

locus in the genome by Flp-mediated recombination (Torres

et al., 2009; Zhou et al., 2010). The Flp-In system allowed us to

rapidly generate stable cell lines expressing Gli protein variants

at near-endogenous (Figure S2A) and roughly equal (Figure 2B)

levels.

Starting with Gli3, we verified that a wild-type (WT) HA-Gli3

behaved like its endogenous counterpart. Indeed, HA-Gli3(WT)

could be processed into a HA-GliR fragment when expressed

using the Flp-In system (Figure 2B). Consistent with previous re-

ports (Pan et al., 2006, 2009; Tempé et al., 2006; Wang and Li,

2006), mutation of sites P1–4 into alanine was sufficient to block

Gli3R formation, as neither Gli3(P1–4A) nor Gli3(P1–6A) was con-

verted into Gli3R. In contrast, Gli3(P5,6A) readily formed Gli3R in

unstimulated cells (Figure 2B). Prior reports have implicated all

six sites in the P1–6 cluster in GliR formation (Wang et al.,

2000), but these studies were based on transient Gli3 overex-

pression and required stimulation with high doses of forskolin

for prolonged periods of time to produce Gli3R. Using experi-

mental conditions that faithfully reflect endogenous Gli3 pro-

cessing in untreated cells, we find that sites P5 and P6 are not

involved in the PKA-dependent truncation of Gli3 into a repressor

fragment.

The formation of Hh-induced Gli3A can be experimentally fol-

lowed by two biochemical events: activated Gli3 translocates

into the nucleus and undergoes hyperphosphorylation, which

appears as a shift in the apparent molecular weight of Gli pro-

teins on SDS-PAGE gels (Humke et al., 2010). As we have previ-

ously described for endogenous Gli3, treatment of cells with the

Smo agonist SAG led to the redistribution of HA-Gli3(WT) into the

nuclear fraction; nuclear HA-Gli3 also showed the characteristic

reduction in electrophoretic mobility indicative of hyperphos-

phorylation (Figure 2C, top panel, and Figure S2B). In contrast,

when all six of the P1–6 sites were simultaneously mutated to

alanines, Gli3 accumulated to high levels in the nucleus even in

the absence of Hh signaling (Figure 2C, middle panel, and Fig-

ure S2B). Saturating concentrations of SAG did not further in-

crease the nuclear accumulation of HA-Gli3(P1–6A), showing

that the mutation of these six residues makes Gli3 unresponsive

to upstreamHh signals. Alaninemutations only in sites P5 andP6

increased levels of Gli3 in the nucleus seen in the absence of

signaling but did not result in maximal nuclear accumulation;

HA-Gli3(P5,6A) still moved to the nucleus in response to SAG

(Figure 2C, bottom panel, and Figure S2B).

To measure transcriptional activity of the Gli3 mutants, we

transiently transfected constructs encoding each protein and

measured the activation of an Hh-dependent firefly luciferase re-

porter gene (Sasaki et al., 1997). Consistent with prior character-

ization of Gli3 as a weak transcriptional activator (Sasaki et al.,

1997), both HA-Gli3(WT) and HA-Gli3(P1–4A) failed to substan-

tially increase Hh-dependent luciferase expression. On the other

hand, HA-Gli3(P1–6A) could activate the reporter gene (Fig-

ure 2D), confirming the role of P5 and P6 in limiting the ability

of Gli3 to activate transcription. Neither HA-Gli3(P1–4A) nor

HA-Gli3(P1–6A) could be processed to Gli3R (Figure 2B), and

so differences in their ability to activate transcription cannot be

attributed differences in Gli3R levels. All six sites in the P1–6

cluster play a role in tuning Gli3 activity, since HA-Gli3(P5,6A)

also demonstrated low levels of transcriptional activity, analo-

gous to that of HA-Gli3(P1-4A) (Figure S2C).

These results suggest that Gli3 may be regulated by graded

dephosphorylation. Loss of P1–4 phosphorylation blocks Gli3R

repressor formation but is insufficient for the full activation of

Gli3. The additional loss of P5,6 phosphorylation is required to

achieve complete transformation of Gli3 into Gli3A.

Sites P1–6Determine the Transcriptional Activity of Gli2
Since Gli2 is the major transcriptional activator of Hh target

genes in most tissues, we made a similar series of mutations in

the P1–6 sites of Gli2. While WT HA-Gli2 can activate the Hh re-

porter in transient overexpression assays (Figure 3A; Sasaki

et al., 1999), the Gli2(P1–6A) mutant was significantly more

active at all doses tested. The P1–4A and P5,6A mutants of

Gli2 showed an intermediate capacity to activate the reporter.

Mutation of either P5 or P6 individually in combination with

P1–4 also increased activity of Gli2, suggesting that P5 and P6

may be partially redundant (Figure S2D). Conversely, mutation

of both sites P5 and P6 to aspartate (P5,6D), a phospho-mimetic

mutation, substantially reduced the activating potential of Gli2

(Figure S2D). These results are consistent with an inhibitory

role of P1–6 phosphorylation in the activation of Gli2.

To examine Gli2 regulation under physiological expression

levels, we turned to Flp-In stable lines carrying HA-tagged Gli2

mutants (Figure S2A). Similar to its effect on Gli3, the P1–6A

mutation in HA-Gli2 caused constitutive Hh-independent accu-

mulation in the nucleus, consistent with Gli2(P1–6A) being a fully

active molecule (Figure 3B). In order to correlate nuclear accu-

mulation with transcriptional activity, we measured the expres-

sion of endogenous Gli1, a Hh target gene commonly used as

a metric for pathway activity, in these same stable cell lines. In

the absence of Hh signaling, Gli1 levels were not elevated in

the line expressing HA-Gli2(WT), confirming that this exogenous

protein is properly regulated (Figure S2E). To account for differ-

ences in expression levels of the HA-Gli2 variants (Figure 3C), we

compared their specific activities, calculated as the level of Gli1

induction divided by the protein level of the corresponding

HA-Gli2 variant. The specific activities of the mutants fell along

a gradient: the HA-Gli2(P1–4A) and HA-Gli2(P5,6A) mutants

demonstrated %3- to 4-fold higher specific activity and the HA-

Gli2(P1–6A) mutant displayed %13-fold higher specific activity

compared to HA-Gli2(WT) (Figure 3C). The high level of Gli1 in

cells carrying Gli2(P1–6A) was resistant to inhibition by two

Smo antagonists, cyclopamine and SANT-1 (Figures 3D and

S2F), demonstrating that the activity of this mutant protein was

independent of Smo. Importantly, all the stable cell lines (which

also contain endogenous Gli2) were able to produce equivalent

levels of Gli1 when stimulated with SAG, showing that they did

not differ in their intrinsic capacity to activate Hh targets (Fig-

ure 3C). Since the Flp-In lines also expressed endogenous

Gli2, the GLI1 induction in response to SAG (Figure 3C) could

not be used to infer the Hh-responsiveness of the HA-Gli2 vari-

ants expressed in these lines.

To analyze the ability of upstream Hh signaling to regulate the

HA-Gli2 mutants in our Flp-In cell lines, we selectively depleted

endogenous Gli2 with a small interfering RNA (siRNA) directed

against its 30 UTR (Figures 3E and S2G). Under these conditions,
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the SAG initiated signal should be largely transduced through our

HA-tagged Gli2 variants. In the absence of endogenous Gli2,

SAG could significantly increase Gli1 expression in either HA-

Gli2(WT) or HA-Gli2(P1–4A) cells. In the same cell lines, PKA acti-

vation, accomplished with the drugs isobutylmethylxanthine

(IBMX) and forskolin (FSK) antagonized the effect of SAG (Fig-

ure 3E). In contrast, the high baseline expression of Gli1 in the

HA-Gli2(P1–6A) line was largely insensitive to regulation by either

SAG or IBMX/FSK (Figures 3E and S2G). This is further evidence

that Gli2(P1–6A) corresponds to a maximally active form of Gli2,

which cannot be regulated by either Smo or PKA. Gli2(P1–4A) re-

mains SAG and PKA sensitive, perhaps through phosphoregula-

tion at the P5 and P6 sites. We conclude that only after losing all

phosphates at sites P1–6 does Gli2 become a bona fide GliA.

These data explain why the previously studied Gli2(P1–4A)

mutant of Gli2 failed to fully activate Hh responses during devel-

opment (Pan et al., 2009).

P1–6 Mutants of Gli2 Ectopically Specify Ventral Cell
Types in the Developing Spinal Cord
Encouraged by these results, we tested the ability of Gli2(P1–6A)

to drive Hh-regulated cell fate decisions in vivo in a cell-autono-

mous manner. In the ventral neural tube, Shh acts as a graded

signal that specifies the dorsal-ventral pattern of progenitor sub-

types (Figure 4A). This precise spatial patterning is established

by a gradient of Gli activity (Bai et al., 2004; Lei et al., 2004; Sta-

mataki et al., 2005), making the neural tube an ideal place to test

the activities of our Gli2(P1–4A) and Gli2(P1–6A) mutants. Using

in ovo electroporation techniques, we expressed the Gli2

mutants under the control of a weak SV40 early promoter in

one-half of the neural tube of Hamburger-Hamilton (HH) stage

10–12 chicken embryos and examined the expression of various

progenitor markers 48 hr later. Ectopic expression of Gli2(WT)

did not alter the spatial arrangement of neuronal progenitors

(Figures 4B–4D, top row, and Figure S3C) and also did not

induce expression of PTCH1, a direct Hh target gene (Figure 4E,

top row).

In contrast, overexpression of Gli2(P1–6A) at any position

along the dorsoventral axis led to the ectopic specification of

ventral cells, identified by the ventral-most progenitor domain

(pFP/p3) marker FOXA2 and the p3 marker NKX2.2, both of

which depend on the highest levels of Hh/Gli signaling (Figure 4B,

bottom row, and Figure S3C). Gli2(P1–6A) could also induce

NKX6.1, which labels the pFP, p3, pMN, and p2 progenitor

Figure 3. The P1–6 Cluster Regulates the

Activation of Gli2

(A) Luciferase reporter activity in NIH/3T3 cells

(untreated with any Hh agonists) transiently

transfected with the indicated Gli2 variants. The

dashed line shows levels of reporter induction

seen when cells transfected with a control vector

are exposed to SAG (100 nM). Error bars denote

SD from three independent transfections.

(B) Distribution of full-length HA-Gli2 in NIH/

3T3 Flp-In cells stably expressing the indicated

variants.

(C) Levels of the Hh target gene Gli1 and HA-Gli2,

measured using anti-Gli1 and anti-HA immuno-

blots respectively, in NIH/3T3 Flp-In stable cell

lines expressing the indicated Gli2 variants. Cells

were left untreated or treated with SAG (100 nM,

24 hr). Bar charts underneath show quantitation of

the Gli1 and HA-Gli2 proteins (normalized to

tubulin) in each cell line and the specific activity of

each variant (top chart), expressed as the ratio of

the intensities of the Gli1 band to the HA band.

Bars denote the mean (±SD) from two indepen-

dent experiments.

(D)Gli1mRNA level, measured by quantitative RT-

PCR, in Flp-In stable cell lines expressing the

indicated HA-Gli2 variants. HA-Gli2(P1-6A) cells

were left untreated or treated with the Smo in-

hibitors cyclopamine (5 mM) or SANT-1 (100 nM).

The Gli1 mRNA level was normalized to the HA-

Gli2 protein level as in (C) to adjust for differences

in expression level of the Gli variants. Bars denote

the mean (±SD) from two independent samples.

(E)Gli1mRNA level in the indicated stable cell lines

treated with SAG (100 nM) in the presence or

absence of the PKA activators IBMX (100 mM) and

FSK (0.1 mM). In all cells, expression of endoge-

nous Gli2 was reduced by a siRNA directed

against the 30 UTR to examine signaling through the HA-Gli2 variants. TheGli1mRNA level was normalized to HA-Gli2 protein measured as in (C) and (D); graphs

depicting data without the HA-Gli2 protein normalization are shown in Figures S2F and S2G. Bars denote the mean (±SD) from two independent samples.
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Figure 4. Gli2(P1-6A) Can Induce Ventral Cell Fates in the Developing Spinal Cord

(A) A schematic illustrating the relationship between marker proteins and progenitor cell populations in the embryonic neural tube (adapted from Stamataki et al.,

2005). pFP, floor plate progenitors; pMN, motor neuron progenitors; p0, p1, p2, p3, ventral interneuron progenitors.

(B–D) Constructs encoding Gli2 variants (green) were electroporated into developing spinal cords of chicken embryos. Expression of the indicated progenitor

population markers (red) was detected by immunofluorescence 48 hr later. Black and white panels show marker expression in both sides of the spinal cord

(‘‘+’’ indicates the electroporated side, ‘‘&’’ the unelectroporated side). Overlay panels show the electroporated side only. See also Figure S3C.

(E) In situ hybridization for PTCH1 mRNA in sections of spinal cord electroporated with the indicated Gli2 constructs. The right side of each section was elec-

troporated.
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domains. OLIG2, a marker of motor neuron progenitors (pMN),

which are specified by intermediate levels of Hh signaling, was

induced mostly in cells expressing lower levels of Gli2(P1–6A)

but often suppressed in strongly Gli2(P1–6A)-positive cells,

most likely reflecting the cross-repressive interaction between

NKX2.2 andOLIG2 in the neural tube (Novitch et al., 2001). More-

over, Gli2(P1–6A) suppressed the expression PAX6, a dorsal

marker known to be negatively regulated by Hh signaling.

Consistent with this ability to specify cell fates that depend on

high levels of Hh ligand, Gli2(P1–6A) induced the robust expres-

sion of PTCH1, a direct Hh target gene, throughout the neural

tube. The ability Gli2(P1–6A) to induce the ventral and suppress

the dorsal markers was resistant to coexpression of a constitu-

tively active mutant of Patched, PtchDloop2 (Briscoe et al.,

2001), confirming that the P1–6A mutant of Gli2 escapes regula-

tion by the upstream elements of the Hh pathway (Figure S3A).

Gli2(P1–4A) demonstrated intermediate activity: it induced

FOXA2, NKX2.2, and NKX6.1when expressed immediately adja-

cent to their normal domains but not when expressed in more

dorsal regions of the neural tube (Figures 4B–4D, middle row,

and Figure S3C). This expansion of the ventral domains suggests

that Gli2(P1–4A) sensitized cells to Shh, such that the same level

of Shh exposure is translated to more ventral cell fates. Even

though our Gli2 variants induced ectopic FOXA2, they did not

drive SHH expression (Figure S3B), suggesting that the effects

we describe in Figure 4 were not due to non-cell-autonomous

effects of ectopic floor plate induction in the electroporated spi-

nal cords. These data are consistent with previous reports

showing that activated Smo and Gli proteins expressed in the

HH12 stage neural tube can promote ventral character while at

the same time inhibiting the formation of floor-plate cells (Lei

et al., 2004; Ribes et al., 2010). Neither Gli2 mutant affected

the expression of Hh-independent progenitor markers SOX2

and NGN2, suggesting that the total number of neuronal pro-

genitors is unchanged by the expression of these constructs

(Figure S3B).

Taken together, these data suggest that there is a fundamental

difference between blocking phosphorylation at sites P1–4 only

and blocking it throughout the P1–6 cluster. Because both the

P1–4A and P1–6A mutations block repressor formation (Fig-

ure 2B), the marked differences in the activities of Gli2(P1–4A)

and Gli2(P1–6A), both in cultured cells and in the developing

neural tube, must be attributed to the role of P5 and P6 in the

formation of Gli2A. Dephosphorylation of these sites in response

to Hh ligands appears to be necessary to unleash the full activa-

tion potential of Gli2. P6 phosphorylation has been previously

implicated in the interaction of Glis with 14-3-3 proteins (Asaoka

et al., 2010), but in our system, this interaction did not appear to

be required for the inhibitory function of P6 in GliA formation (see

Supplemental Discussion and associated Figures S6B and S6C).

Hh Signaling Reduces Phosphorylation of P1–6
Our mutagenesis studies suggested that loss of phosphorylation

on the serine residues at P1–6 is a regulatory step in the activa-

tion of Gli proteins. Hence, we sought to monitor changes in the

phosphorylation status of these sites on endogenous Gli2 in

response to signaling. Wewere unable to raise phospho-specific

antibodies that recognized multiple sites on endogenous Gli2 in

a quantitative fashion. Instead, we developed a mass spectrom-

etry (MS)-based selected reaction monitoring (SRM) assay to

quantitatively assess phosphate occupancy at P1, P2, P5, and

P6 (Cox et al., 2005; Gerber et al., 2003; Mayya et al., 2006).

Endogenous Gli2, isolated by immunoaffinity purification, was

digested with trypsin, and the phosphorylated versions of the

tryptic peptides encompassing sites P1, P2, P5, and P6 were

quantified by triple-quadrupole MS (Figure 5A).

Activation of Hh signaling by SAG reduced the abundance of

phosphorylated peptides containing sites P1, P2, P5, and P6

(Figures 5B and 5C), with changes at P5 and P6 being more

marked than those in sites P1 and P2. The phosphorylation of

sites P5 and P6 was sensitive to both the concentration of

SAG and the duration of SAG treatment (Figures 5E and 5F). In

both cases, reduction in phosphorylation correlated with the

amount of Gli in the nucleus. The changes in Gli2 phosphoryla-

tion were not due to differences in protein stability, since all

measurements were conducted on cells pretreated with the

proteasome inhibitor bortezomib and results obtained in the

absence and presence of this drug were similar (Figures 5C

and S4A). In addition, no changes were observed after SAG

addition in the abundance of a control, nonphosphorylatable

peptide from a different region of Gli2 (Figure 5A). A caveat

with measuring dephosphorylation by quantitative MS is that

the observed reduction in the abundance of a phosphopeptide

might reflect a change in phosphate occupancy of nearby sites

rather than actual dephosphorylation of the site of interest. To

address this concern, we alsomonitored the nonphosphorylated

Figure 5. Phosphorylation of the P1–6 Sites Declines with Hh Signaling

(A) Measurement of phosphopeptide abundance using SRM. Peptides were monitored in tryptic digests of immunoprecipitated Gli2 either in untreated NIH/3T3

Flp-In cells or in cells treated for 4 hr with 100 nM SAG, both in the presence of the proteasome inhibitor bortezomib (1 mM). The intensity of the ‘‘strongest’’

transition for two peptides, a nonphosphorylatable peptide used as a loading control (left) and a phospho-P6-containing peptide (right), was plotted versus

retention time (XIC, extracted ion current; gray trace). Blue traces are XICs of the corresponding heavy isotope-labeled standard peptide spiked into the tryptic

digest before the run. For each condition, the normalized abundance of a peptide was calculated as the ratio of the area under the curve (AUC) for the light

(endogenous) peptide to the AUC for the heavy peptide.

(B) XIC versus retention time plots showing three SRM transitions for each of the endogenous (light) phosphorylated peptides containing sites P1, P2, P5, and P6.

(C and D) Normalized abundance of phosphopeptides (calculated using an SRM assays of the kind shown in A) containing the P1, P2, P5, and P6 sites derived

from tryptic digests of immunopurified Gli2 isolated from NIH/3T3 cells treated (4 hr) with SAG (100 nM) or IBMX (100 mM) + FSK (100 nM). Phosphopeptide

abundance measured in cells after PKA activation with IBMX + FSK was taken as maximal (100%) phosphorylation. Bars denote means (±SD) of two to three

independent MS runs.

(E and F) Phosphopeptide abundance wasmonitored as a function of time after SAG treatment (E) and as a function of SAG concentration (F) and compared to the

levels of Gli3 (E) or Gli2 (F) in the nucleus (blue line). Percent of total Gli in the nucleus was calculated based on subcellular fractionation experiments as shown in

Figure 2C (Humke et al., 2010).
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peptide encompassing site P6 (dephospho-P6) by SRM and

observed that its abundance rose with SAG treatment and

declined with IBMX and FSK (reciprocal to the pattern seen

with phospho-P6; Figure S4B), suggesting that the changes in

phospho-P6 were due to bona fide dephosphorylation of the

P6 site.

Stimulation of PKA activity with IBMX and FSK strongly

increased phosphate occupancy at all sites within the P1–6 clus-

ter and also prevented SAG from decreasing phosphorylation

(Figure 5D). This result is consistent with the model that PKA

negatively regulates Hh signaling by phosphorylating P1–6. It

also suggests that even in resting cells, Gli proteins are not fully

phosphorylated at the P1–6 sites. The reason why these partially

dephosphorylated Glis do not become transcriptionally active is

unknown but may be related to the dynamics of the phosphate

turnover on individual sites within the cluster. For instance, there

may be some redundancy between individual sites in the P1–4

and P5,6 clusters.

A Cluster of Serine/Threonine Sites Is Important for
Gli2/3 Activation
Since phosphorylation of the P1–6 cluster seemed sufficient for

the inhibition of GliA formation, we were curious to determine

how the two remaining clusters of putative PKA target sites

(Pc–g, Pm–o; Figures 1B and 1C) affected Gli function. Alanine

mutations in Pm–o cluster did not have a discernable effect (Fig-

ure S5A) in our assays, so we focused on the Pc–g cluster. To

explore the role of Pc–g phosphorylation in the regulation of

Gli2, we made both nonphosphorylatable and phosphomimetic

mutations of this cluster in Gli2, replacing the serine and threo-

nine residues with alanine or glutamate [hereafter called

Gli2(Pc–gA) and Gli2(Pc–gE)]. In Hh reporter assays, HA-

Gli2(Pc-gE) was significantly more active than the WT protein

(Figure 6A) and Gli2(Pc–gA) was approximately 40% less active

than the WT protein (Figure 6B). We also generated cell lines

stably expressing HA-Gli2(Pc–gE) using the Flp-In system.

Gli2(Pc–gE) protein levels were lower than Gli2 (WT), suggesting

that the mutant protein was less stable (Figure S5B). The higher

specific activity of HA-Gli2(Pc–gE) (Figure 6C) supported the

model that Pc–g phosphorylation, in contrast to P1–6 phosphor-

ylation, plays a positive role in Gli2 activity. Gli2(Pc–gE) also

showed other hallmarks of activation, including reduced mobility

on a gel and higher levels in the nucleus (Figure 6D).

Hh Signaling Promotes and PKA Antagonizes
Phosphorylation on Pg
The characterization of Pc–g phosphorylation as playing a posi-

tive role in Gli activity was inconsistent with our initial identifica-

tion of these sites as in vitro targets for PKA (Figure 1), a kinase

that has an inhibitory effect on Hh signaling in vertebrates

(Epstein et al., 1996; Humke et al., 2010; Tukachinsky et al.,

2010; Tuson et al., 2011). To monitor Pc–g phosphorylation in

the context of endogenous Gli2 in cells, we established an

SRM assay to measure levels of a phosphorylated tryptic pep-

tide that encompassed Pg, the only site in the Pc–g cluster

whose phosphorylation could be easily monitored by MS (Table

S1). Surprisingly, in cells treated with FSK and IBMX to activate

PKA, Pg phosphorylation was reduced (Figure 6E), demon-

strating that the Pg site is not a bona fide PKA target in cells.

Instead, we observed a 5-fold increase in the abundance of

phosphorylated Pg upon SAG treatment (Figure 6E), supporting

themutational data pointing to a positive role for Pc-g phosphor-

ylation in Gli2 activity. As for P6, we also monitored the abun-

dance of a nonphosphorylated tryptic peptide encompassing

site Pg (dephospho-Pg; Figure S5C). As expected, dephos-

pho-Pg abundance dropped with SAG treatment and increased

with IBMX + FSK treatment, providing further evidence for the

positive regulation of Pc–g phosphorylation by the Shh signal.

Experiments performed in the presence and absence of a pro-

teasome inhibitor gave qualitatively similar results (Figure S5D).

Interestingly, both the temporal dynamics and SAG dose-

sensitivity of Pc–g phosphorylation (Figures 6F and 6G) mirrored

those of P1–6 dephosphorylation (Figures 5E and 5F). PKA acti-

vation had opposite effects on the phosphorylation of the Pc–g

and P1–6 clusters, suppressing the former while promoting the

latter (Figures 6E and 5D). A parsimonious interpretation of these

data is that PKA prevents Pc–g phosphorylation and Gli activa-

tion by directly phosphorylating the P1–6 sites.

To dissect the hierarchy between the Pc–gE and P1–6 sites,

we combined activating (Pc–gE) and inhibitory (Pc–gA) muta-

tions in the Pc–g sites with either inactivating (P5,6D) or

activating (P1–6A) mutations in the P1–6 sites (Figure 6H). In

Hh reporter assays, the activities of the Gli2(Pc–gE/P5,6D)

and Gli2(Pc–gE/P1-6A) combination mutants were very similar,

demonstrating that activating modifications at Pc–g make the

phosphorylation status of P1–6 irrelevant. Controls confirmed

that the isolated P5,6D mutation is much less active than

the P1–6A mutant. Conversely, introduction of the inactivating

Pc–gA mutation into Gli2(P1–6A) caused a substantial drop in

its constitutive activity both in transient transfection assays (Fig-

ure 6I) and in a stable cell line (Figure 6J). These results support

themodel that Pc–g phosphorylation is an activating event gated

by PKA-regulated phosphorylation of the P1–6 sites.

DISCUSSION

Distinct Phospho-codes for Gli Activator and Gli
Repressor Regulation
We show here that phosphorylation of Gli proteins at six PKA

target sites (P1–6) is a central determinant of their transcriptional

activity, controlling the production of both repressor (GliR) and

activator (GliA) forms. Our data are most consistent with a model

involving ordered changes of phosphate occupancy at sites

located in two distinct serine/threonine clusters (Figure 7A). In

resting cells, PKA phosphorylates sites P1–6 on Gli2/3,

triggering proteasomal processing into GliR and blocking

conversion into GliA. When Hh binds to Ptc, Smo inhibits P1–6

phosphorylation, initiating a pathway that ultimately leads to

the production of GliA: Gli proteins undergo phosphorylation at

the Pc–g cluster, enter the nucleus, and are converted to unsta-

ble transcriptional activator proteins. We propose that the full

transcriptional activation of Gli proteins requires the loss of

phosphates at the P1–6 cluster followed by the gain of phos-

phates at the Pc–g cluster. The relative ordering of these

two events is demonstrated by the fact that PKA activation en-

hances P1–6 phosphorylation and blocks Pc–g phosphorylation
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Figure 6. Pc–g Phosphorylation Positively Regulates Gli2 Activity

(A and B) Hh reporter activity in NIH/3T3 cells transiently transfected with Gli2(WT), Gli2(Pc-gA) or Gli2(Pc-gE). Bars are mean (±SD) of two independent

transfections.

(C and D) NIH/3T3 Flp-In cell lines expressing HA-Gli2(WT) or HA-Gli2(Pc-gE) were used to evaluate the specific activity (C, analyzed as in Figure 3C) and

subcellular distribution (D, analyzed as in Figure 2C) of the Gli2 variants. Bars are mean (±SD) of three independent experiments.

(E) XIC versus retention time traces for three SRM transitions derived from a Gli2 tryptic phosphopeptide containing the Pg residue. Phosphopeptide abundance

is compared for Gli2 immunopurified from cells treated with the indicated drugs (4 hr).

(F and G) Pg phosphorylation abundance as a function of the concentration of SAG (F) or the duration of SAG exposure (G).

(H) Hh reporter activity in NIH/3T3 cells transiently transfected with Gli2(WT), Gli2(P5,6D), Gli2(P1–6A), and the combined mutants Gli2(Pc–gE/P1–6A) and

Gli2(Pc–gE/P5,6D). Bars are mean (±SD) of three independent transfections.

(I) Hh reporter activity in NIH/3T3 cells transiently transfected with Gli2(WT), Gli2(Pc–gA), Gli2(P1–6A), and the combinedmutant Gli2(Pc–gA/P1–6A). Bars denote

mean ± SD from two independent transfections.

(J) Level of the Hh target gene Gli1 measured using anti-Gli1 immunoblot in cell lines stably expressing near-endogenous levels of the indicated HA-Gli2 con-

structs. Bar chart shows quantitation of Gli1 protein normalized to lamin.
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(Figure 6E). This regulatory motif, a gating dephosphorylation

event coupled to nuclear translocation and an activating phos-

phorylation event at a distinct site, is reminiscent of the mecha-

nism by which nuclear factor of activated T cells (NFAT) is

regulated in response to T cell receptor engagement (Okamura

et al., 2000). The concerted dephosphorylation of 13 phospho-

serine residues by the phosphatase calcineurin triggers a confor-

mational change in NFAT that drives nuclear localization. Like the

Gli proteins, NFAT also requires an activating phosphorylation

event at a separate site to acquire full transcriptional activity.

Interestingly, in Gli1, which acts as a strong constitutive acti-

vator, the P1–6 cluster is poorly conserved (only sites P1, P2,

and P6 show some degree of conservation). By contrast, four

out of the five sites in the Pc–g cluster, including Pg, show

remarkable sequence conservation among the threemammalian

Gli proteins. This suggests that Pc–g phosphorylationmay act as

a universal activating signal for the Gli family.

Many signaling pathways, such as the NFAT pathway, regu-

late the conversion of a transcription factor from an inactive to

an active state. The Hh pathway is different in that it controls

the balance between gene repression, mediated by GliR, and

gene activation, mediated by GliA. For instance, in Drosophila,

low levels of Hh signaling suppress the formation of CiR, but

higher levels are required for the production of CiA (Méthot and

Basler, 1999, 2001). Our analysis of the P1–6 cluster in Gli3 (Fig-

ure 2) suggests that repressor and activator functions of Gli pro-

teins can be encoded by different patterns of phosphorylation:

loss of phosphates at P1–4 is enough to block repressor forma-

tion, but loss of phosphates at all six P1–6 residues is needed for

full nuclear translocation and transcriptional activity (Figure 7B).

This provides a simple mechanism by which signaling can exert

independent control over the repressor and activator functions

of Gli2/3.

While repressors forms of the Gli proteins can be assayed

directly due to their truncated length, a reliable biochemical

mark for Gli activator formation has remained elusive. GliA for-

mation has been inferred indirectly from changes in subcellular

localization, such as nuclear translocation, or from target gene

activation. This is a clinically relevant issue, since such a mark

of Gli protein activity would be a valuable predictive biomarker

for patients being considered for Hh antagonists, and could be

used as a pharmacodynamic parameter to assess responses.

Our SRM MS analysis suggests that Pg phosphorylation can

serve as such a marker for Gli2 activity.

Graded Control of Gli Activity by Multisite
Phosphorylation
Why might Gli proteins be regulated through such a complex

phosphorylation scheme? Multisite phosphorylation is a com-

monly used regulatory module in diverse signaling systems (re-

viewed in Salazar and Höfer, 2009). It can be used to engineer

an ultrasensitive ON/OFF switch or to encode a rheostat, allow-

ing graded responses to varying signal strength. Examples of the

latter include graded enhancement of p53 binding to CREB in

response to genotoxic stress (Lee et al., 2010), graded binding

of Ets-1 to DNA (Pufall et al., 2005), and graded regulation of

the gating properties of the Kv2.1 potassium channel (Park

et al., 2006). In fact, a theoretical model has shown that multisite

phosphorylation may serve to refine such a rheostat by allowing

multistability, the existence of multiple discrete activity states in

the target protein or signaling module (Thomson and Gunawar-

dena, 2009). A multistable rheostat would be well adapted to

the function that Gli proteins serve during embryonic develop-

ment. In developmental fields such as the limb, the inner ear,

and the neural tube, Hh ligands function as classical morpho-

gens, and a central task of signaling is to translate ligand

exposure into discrete outputs, such as cell fate, at the level

of transcription (Bai et al., 2004; Bok et al., 2007; Fuccillo

et al., 2004; Stamataki et al., 2005). Multisite phosphorylation

might provide one mechanism by which differences in signal

strength are converted into multiple discrete states of Gli activity

(Figure 7B).

Indeed, our mutant analysis of the P1-6 cluster in Gli2 (Figures

3 and 4) is not consistent with a model in which Gli2 exists in

either a fully inactive or fully active state. Particularly pertinent

is the observation that both the P5,6A and the P1–4A mutants

of Gli2 show an intermediate intrinsic capacity for transcriptional

activation, which is higher than that of the WT protein but

Figure 7. Our Model for the Phosphoregulation of Gli Proteins in Hh

Signaling

(A) Diagram illustrating the multisite phosphorylation model of Gli2/3

regulation.

(B) Multiple states of Gli activity can be encoded by different patterns of Gli

phosphorylation at the P1–6 cluster. Full phosphorylation of P1–6 (left) drives

GliR formation and blocks GliA formation. Partially dephosphorylated Gli

proteins (middle) function as weak activators and may be able to form GliR,

depending on the pattern of phosphorylation. Fully dephosphorylated Gli

proteins (right) cannot form GliR and function as strong transcriptional acti-

vators. See also Supplemental Discussion.
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significantly lower than that of the P1–6A mutant. Thus, Gli2 may

occupy multiple states with differing activity, states that could

represent different conformations of Gli2 that are stabilized by

different patterns of phosphorylation at the P1–6 and Pc-g clus-

ters. An important question going forward will be to ascertain

how these changes in phosphate occupancy at the two

conserved serine/threonine clusters affect the ability of Gli pro-

teins to interact with other proteins in the cytoplasm, the cilium,

and the nucleus and how these changes ultimately shape the Hh

transcriptional program (also see Supplemental Discussion).

EXPERIMENTAL PROCEDURES

Cell Culture

293T cells, NIH/3T3 cells, and NIH/3T3 Flp-In cells (Life Technologies),

including derivative stable clones, were cultured in media composed of

Dulbecco’s modified Eagle’s medium (high glucose), 10% fetal bovine

serum (FBS; Thermo Fisher Scientific), 13 GlutaMAX, 13 nonessential amino

acids, 13 sodium pyruvate, and 13 penicillin/streptomycin (all from Life Tech-

nologies). Prior to harvesting, the cells were serum-starved in the same media

but containing 0.5% FBS for 24–36 hr and treated with the indicated drugs/

compounds. The 24 hr starvation was only used in assays where treatment

time was 18–24 hr. For shorter treatment times (2–6 hr), a 36 hr starvation

was preferred to induce a rapid response.

In Vitro Phosphorylation

Myc-tagged Gli2/3 fragments were cloned into pCS2 and overexpressed in

HEK293T cells. In vitro phosphorylation was carried out on immunoprecipi-

tated proteins in the PKA reaction buffer (Promega) in the presence of

0.5 mM ATP, 10 mCi of [g-32P]ATP, and 21 U of PKA (NEB) for 30 min at

30#C. See Supplemental Experimental Procedures for more details.

Hedgehog Reporter Luciferase Assay

The Hedgehog reporter luciferase assay was performed as described by us

before (Dorn et al., 2012). See Supplemental Experimental Procedures for

more details. All plots are mean ± SD.

Generation of Stable Cell Lines

Stable cell lines expressing low levels of HA-tagged Gli2 andGli3 variants were

generated using the Flp-In method exactly according to the manufacturer’s

recommendations (Life Technologies). Briefly, cells were cotransfected with

pOG44 and the pEF5/FRT/V5-DEST vector containing the Gli2/3 construct

of interest. After 2 days, the cells were reseeded at low density and the culture

media was supplemented with hygromycin for stable integrant selection.

Stable cell lines were reselected with hygromycin on every other passage to

preserve selection pressure and prevent silencing of the transgene.

Subcellular Fractionation

The method for subcellular fractionation has been described by us in detail

previously (Humke et al., 2010). Quantification of western blot bands was per-

formed using ImageJ. Percent of the Gli2/3 variant present in the nuclear frac-

tions was calculated for each sample by dividing the integrated band density

for the nuclear fraction by the sum of densities for the cytoplasmic and nuclear

fraction of the same sample.

In Ovo Electroporation and Immunohistochemistry/In Situ

Hybridization of Chick tissue

HH stage 10–12 chick embryos were electroporated as previously described

(Novitch et al., 2001) and incubated for %48 hr to HH stages 20–22. See Sup-

plemental Experimental Procedures for detailed methods of tissue staining

and a list of reagents used.

Selected Reaction Monitoring Mass Spectrometry

Cells from two to six confluent 150 mm tissue culture dishes were serum-

starved for 36 hr and treated for indicated times with SAG and/or IBMX +

FSK. Bortezomib (1 mM) was added 4 hr prior to harvesting unless indicated

otherwise. The cell lysate was collected under denaturing conditions and

then diluted in RIPA buffer for immunoprecipitation. Endogenous Gli2 was

immunoprecipitated and the eluted protein was resolved using SDS-PAGE.

The gel fragment containing Gli2 was excised and trypsinized. Tryptic frag-

ments were extracted from the gel, purified using Oasis mElution columns,

and loaded onto a nano high-performance liquid chromatography system for

separation and MS analysis (Abell et al., 2011). See Supplemental Experi-

mental Procedures for more details regarding protein harvesting, purification,

and SRM.

SUPPLEMENTAL INFORMATION

Supplemental Information includes Supplemental Discussion, Supplemental

Experimental Procedures, six figures, and one table and can be found with

this article online at http://dx.doi.org/10.1016/j.celrep.2013.12.003.

ACKNOWLEDGMENTS

We would like to thank Siggy Nachtergaele, Andres Lebensohn, and Ganesh

Pusapati for critical reading of the manuscript, Casey Hughes for technical

assistance, and James Briscoe for insightful discussions. This work was

supported by NIH grants R21NS074091 and R00CA129174 (to R.R.),

R01NS072804 and R01NS053976 (to B.G.N.), and P50GM107615 (to M.T.)

and by grants from the V Foundation (to R.R.), the Sontag Foundation (to

R.R.), the German Research Foundation (grant AH 220/1-1, to R.A.), and the

March of Dimes Foundation (grant 6-FY10-296, to B.G.N.).

Received: September 30, 2013

Revised: November 7, 2013

Accepted: December 3, 2013

Published: December 26, 2013

REFERENCES

Abell, E., Ahrends, R., Bandara, S., Park, B.O., and Teruel, M.N. (2011). Parallel

adaptive feedback enhances reliability of the Ca2+ signaling system. Proc.

Natl. Acad. Sci. USA 108, 14485–14490.

Asaoka, Y., Kanai, F., Ichimura, T., Tateishi, K., Tanaka, Y., Ohta, M., Seto, M.,

Tada, M., Ijichi, H., Ikenoue, T., et al. (2010). Identification of a suppressive

mechanism for Hedgehog signaling through a novel interaction of Gli with

14-3-3. J. Biol. Chem. 285, 4185–4194.

Bai, C.B., Stephen, D., and Joyner, A.L. (2004). All mouse ventral spinal cord

patterning by hedgehog is Gli dependent and involves an activator function

of Gli3. Dev. Cell 6, 103–115.

Aza-Blanc, P., Ramı́rez-Weber, F.A., Laget, M.P., Schwartz, C., and Kornberg,

T.B. (1997). Proteolysis that is inhibited by hedgehog targets Cubitus

interruptus protein to the nucleus and converts it to a repressor. Cell 89,

1043–1053.
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SUMMARY

Historically, spontaneous deletions and insertions
have provided means to probe germline develop-
mental genetics in Drosophila, mouse and other
species. Here, induced pluripotent stem cell (iPSC)
lines were derived from infertile men with deletions
that encompass three Y chromosome azoospermia
factor (AZF) regions and are associated with produc-
tion of few or no sperm but normal somatic develop-
ment. AZF-deleted iPSC lines were compromised in
germ cell development in vitro. Undifferentiated
iPSCs transplanted directly into murine seminiferous
tubules differentiated extensively to germ-cell-like
cells (GCLCs) that localized near the basement
membrane, demonstrated morphology indistin-
guishable from fetal germ cells, and expressed
germ-cell-specific proteins diagnostic of primordial
germ cells. Alternatively, all iPSCs that exited tubules
formed primitive tumors. iPSCs with AZF deletions
produced significantly fewer GCLCs in vivo with
distinct defects in gene expression. Findings indi-
cate that xenotransplantation of human iPSCs
directs germ cell differentiation in a manner depen-
dent on donor genetic status.

INTRODUCTION

Much progress has been made in recent years in elucidating

the molecular genetic requirements of germline formation and

differentiation in diverse organisms, including studies focused

on murine germline development in vivo and in vitro from mouse

embryonic stem cells (mESCs). Studies indicate that a key set

of transcriptional regulators, including Prdm1, Prdm14, and

Tfap2c, comprises a tripartite transcriptional core that functions

in suppression of somatic fate and acquisition of germline fate

in vivo (Magnúsdóttir et al., 2013). In vitro studies have similarly

demonstrated that induced expression of these factors converts

mouse epiblast-like cells (mEpiLCs) to primordial germ-cell-like

cells (PGCLCs); moreover, Prdm14 appears to be sufficient for

this activity (Nakaki et al., 2013). The resulting PGCLCs are

capable of contributing to spermatogenesis and fertile offspring

following transplantation to murine seminiferous tubules (Haya-

shi et al., 2011, 2012). In parallel, in other studies, EpiSCs were

shown to have an infinite capacity for generating PGCLCs as

long as conditions were maintained to sustain pluripotency and

self-renewal in vitro (Hayashi and Surani, 2009).

Incontrast tomousegermlinedevelopment,much less isknown

of the genetic and molecular requirements to establish the popu-

lation of PGCs that ultimately gives rise to human sperm and

oocytes. Indeed, this is in spite of the fact that infertility is remark-

ably common, affecting 10%–15%of couples (Skakkebaek et al.,

1994). Moreover, genetic causes of infertility are surprisingly

prevalent among men, most commonly due to the de novo

deletion of one or more AZF (azoospermia factor) regions of the

human Y chromosome (Reijo et al., 1995, 1996; Vogt et al.,

1996; Foresta et al., 2000; Kuroda-Kawaguchi et al., 2001; Ferlin

et al., 2003; Hopps et al., 2003; Navarro-Costa et al., 2010). Pure

sterile phenotypes in men with deletions vary from the complete

absence of germ cells and sperm (termed Sertoli cell-only [SCO]

syndrome) to production of germ cells that arrest in development

(early maturation arrest; EMA) to very low sperm counts (oligo-

spermia) (Skakkebaek et al., 1994; Reijo et al., 1995, 1996). It

is not knownwhether the genesof theYchromosomeAZF regions

are required for PGC formation, maintenance of germline stem

cell populations, and/or commitment to later stages of meiosis

and haploid germ cell morphogenesis. Because of the unique

nature of Y chromosome gene content in men, studies that probe

the function of genes that map to the AZF regions must be

conducted on a human genome background.

In order to recapitulate human germ cell formation in vivo, we

tested the hypothesis that the somatic niche of murine seminifer-

ous tubules can direct formation and maintenance of GCLCs
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from undifferentiated human induced pluripotent stem cells

(iPSCs). This hypothesis seemed reasonable given the extensive

similarity between ESCs/iPSCs and PGCs in terms of pluripo-

tency and gene expression and given that in both undifferenti-

ated human ESCs (hESCs) and human iPSCs, PRDM14, the

key inducer of PGC fate in mice, is very highly expressed and

only reduced upon somatic differentiation (Chia et al., 2010).

Thus, we generated patient-specific iPSCs from infertile men

that harbor the most common genetic deletions of the AZF re-

gions and then we induced germ cell formation from these iPSCs

via xenotransplantation. Our studies offer a strategy for probing

the function of naturally occurring mutations in germ cell devel-

opment that is analogous to strategies used historically in spe-

cies such as Drosophila.

RESULTS

Derivation and Characterization of iPSCs from
Azoospermic Men with Y Chromosome Deletions
iPSC lines were derived from dermal fibroblasts from five males;

lines were analyzed for Y chromosome deletions, and a deletion

map was constructed (Figure 1A and Table S1). We verified that

the fertile controls (AZF1 and AZF2) had intact Y chromosomes,

whereas all three infertile patients had deletions: one had a

complete deletion of the AZFa region (AZFDa); the second, a

deletion of both the AZFb and AZFc regions (AZFDbc); and the

third, an AZFc deletion (AZFDc). The men with AZFDa and

AZFDc deletions presented with SCO syndrome and had no

germ cells found in their testes upon extensive clinical examina-

tion; AZFDbc was severely oligospermic. iPSCs generated from

fibroblast cell lines (iAZF1, iAZF2, iAZFDa, iAZFDbc, and

iAZFDc) were isogenic with the parental fibroblast samples; no

additional deletions occurred as a consequence of reprogram-

ming. All iPSC lines met classic criteria of pluripotency (Figures

1 and S1). They expressed pluripotency markers at the mRNA

and protein levels (Figures S1B and 1B), were karyotypically

normal (Figure S1C; except for the presence of Y chromosome

deletions as indicated), and differentiated in vitro and in vivo to

cells of all three germ layers (Figures 1C and 1D).

In Vitro Differentiation of PGCs from Azoospermic Men
and Controls
We and others previously reported germ cell differentiation from

both hESCs and iPSCs in vitro (Clark et al., 2004; Kee et al., 2006,

2009;Park et al., 2009;Panula et al., 2011;Gkountela et al., 2013).

To assess germcell development fromazoospermicmen relative

to controls, we introduced a VASA:GFP reporter into all iPSCs,

differentiated cells, and enriched for presumptive VASA:GFP+

single-germ cells via FACS (fluorescence-activated cell sorting).

We observed that the percentage of GFP+ cells across all lines

was similar (2%–8%) as determined from two independent

clones per line (Figures S2A–S2E) but that germ cells differed in

gene expression as a function of genotype. First, to determine

similarities and differences between single cells differentiated

from each of the four cell lines, we performed hierarchical clus-

tering on single-cell expression (150–160 cells) and constructed

a condensed heatmap of 25 single cells (iPGCs) expressing

VASA andGFPmRNAs (Figure S2F). To evaluate germ-cell-spe-

cific gene expression of in-vitro-derived PGCs (iPGCs) fromeach

line, we validated the identity of 50 individual cells that expressed

the GFP transcript (Figure 2A) and queried expression of germ

cell genes in a subset of cells for each line. Downregulation of

key pluripotency genes and expression of VASA and other clas-

sical humanPGCgenes such asDAZL is considered indicative of

a distinct PGC fate of iPSCs andhESCs following germcell differ-

entiation in vitro (Kee et al., 2009; Gkountela et al., 2013).

We observed that iPGCs derived from all five lines expressed

PRDM1, PRDM14, and DAZL mRNAs (Figure 2A). This was also

reflected at the protein level for DAZL in GFP+ cells (Figure 2B).

However, the overall number of cells expressing VASA, STELLA,

IFITM3, and NANOS3 genes varied across the lines, with the

greatest number observed in iAZF1-derived iPGCs compared

to AZF-deleted iPGCs (Figure 2A). Moreover, we noted that

GFP+ cell populations derived from iAZFDa and iAZFDbc lines

contained the fewest number of cells expressing at least seven

germ-cell-specific genes. At the protein level, iPGCs expressed

VASA, STELLA, and DAZL, but we detected fewer cells positive

for each protein in iAZFDc, iAZFDbc, and iAZFDa cells relative to

controls (Figure 2B). For all iPGCs derived, core pluripotency

genes were expressed at very low levels relative to undifferenti-

ated cells (Figure 2A, right). Moreover, linear discrimination anal-

ysis of 12 candidate germ cell genes (Tables S2 and S3) in each

population of GFP+ single cells revealed that iAZF1 and iAZFDc

iPGCs were distinct from iAZFDbc and iAZFDa iPGCs (Fig-

ure 2C). To further quantify these observations, we determined

the percentage of VASA+/GFP+ cells expressing between 1

and 12 candidate germ cell genes and observed that iAZF1

GFP+ cells expressed a minimum of 5–8 germ cell genes in

70% of the cell population (Figure 2D, left column, dashed lines).

By comparison, 70% of GFP+ single cells from each of the three

AZF-deleted lines expressed a range of only one to six germ cell

genes with the iAZFDa and iAZFDbc lines expressing the fewest

germ-cell-specific genes within single cells. Further analysis of

stage-specific gene expression revealed that, independent of

genotype, the majority of GFP+ iPGCs expressed at least four

to six PGC markers (Figure 2D, right column). In contrast, AZF-

deleted germ cells, particularly from iAZFDbc and iAZFDa,

expressed zero to two spermatogonial markers, whereas

iAZF1 expressed two to four spermatogonial genes (Figure 2D).

On the basis of germ-cell-specific gene expression at single-cell

resolution, these analyses suggest that all lines can differentiate

to iPGCs regardless of genetic background. However, when

iAZFDa and iAZFDbc cells are differentiated, fewer germ cells

are produced relative to control iAZF1 cells.

Transplantation and Survival of Fetal Germ Cells to
Murine Seminiferous Tubules
The gold standard for phenotypic characterization of stemcells is

assessment of function in vivo (Hanna et al., 2007; Nelson et al.,

2009;Weissman, 2012; Takahashi andYamanaka, 2013). As pre-

viously reported, in transplantation with human spermatogonial

stem cells, germ cells migrate to the seminiferous tubule base-

ment membrane and proliferate to form chains and patches of

spermatogonia that persist long term but do not appear to initiate

or complete meiosis (Nagano et al., 2002; Hermann et al., 2010;

Dovey et al., 2013). To date, the fate of human pluripotent stem
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Figure 1. Derivation and Characterization of iPSCs from AZF-Intact and AZF-Deleted Patient Fibroblasts

(A) Genotype-phenotype map to visualize deletion of AZFa, AZFb, and AZFc regions in hESC lines, patient samples, and patient-derived iPSCs used for this

study. A deletion map was constructed for every hESC line, patient fibroblast, and iPSC line by testing for the presence of 20 major STSs by PCR. Vertical black

bars (top) represent the STS amplification regions and genes we used to diagnose AZFa, AZFb, and AZFc deletions. Gray boxes represent the deleted regions of

the Y chromosome. The fertility phenotype (left; SCO and EMA) and karyotype (right) of each patient are listed. The triangle symbol (D)indicates the deletion of an

AZF region in that cell line.

(B) Immunocytochemistry in all patient-derived iPSC lines for nuclear (OCT4 and NANOG) and cell surface (SSEA1/SSEA3/SSEA4, TRA1–60, and TRA1–81)

markers of pluripotency.

(C) In vitro differentiation of four patient-derived lines to cells representative of all three germ layers: AFP, a-fetoprotein; bIII-Tub, b-III-tubulin/Tuj1; SMA, smooth

muscle actin.

(D) In vivo teratoma formation of iAZFDbc, iAZFDc, and iAZFDa lines showing evidence of all three germ layers. e, endoderm; ep, gut-like epithelium; m,

mesoderm; sm, smooth muscle-like mesoderm; c, cartilage-like; ec, ectoderm; ne, neural ectoderm.

See also Figure S1 and Table S1.
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cells in themouse seminiferous tubule has not been explored. To

verify that human germ cells could survive and engraft insidemu-

rine seminiferous tubules, we transplanted human fetal testicular

cell suspensions (22 weeks old) into busulfan-treated testes of

immunodeficient mice (Figure 3A). The use of busulfan treatment

eliminates endogenous mouse germ cells from the seminiferous

tubules (Figure 3B). Prior to transplantation, we observed that the

22-week-old human fetal testis contained a subset of cells pos-

itive for the germ-cell-specific protein VASA (Figure 3Ci). Using

whole-mount staining analyses, we immunostained with a pri-

mate-specific antibody that is known to recognize all human

donor cells only (regardless of germ cell fate) and, consistent

with reports on adult testis transplants, observed single-donor

cells, small chains (Figure 3Cii), or larger clusters of human donor

cells on the basement membrane 2 months posttransplantation.

In parallel, we also performed immunohistochemistry in cross-

sections of testes transplanted with human fetal testis cells. In

order to detect all human donor cells in recipient testes, we as-

sessed expression of NuMA (Figure 3D), a well-characterized

protein that exclusively labels human cells and tissues (Abad

et al., 2007; Brüning-Richardson et al., 2012; Saadai et al.,

2013). We observed significant human germ cell engraftment

8 weeks posttransplantation (Figure 3Ciii).

Xenotransplantation of hESCs and Human iPSCs to
Seminiferous Tubules Directs Germ Cell Development
As noted above, we hypothesized that human iPSCs, which

are distinct from mouse iPSCs (miPSCs), would survive, engraft,

and be directed to a germ cell developmental fate if directly

injected into the mouse seminiferous tubule, in response to

instructive cues from the niche. Thus, we next transplanted

undifferentiated male hESCs (H1) and the iAZF1 control iPSCs

to eight recipient testes each and analyzed results by whole-

mount immunohistochemistry as performed previously with

human fetal testis transplants (Figure 3A). We observed that all

donor-derived cells were detected either as single cells or in

clusters of cells; no clear evidence of chain-like structures was

observed (Figure S3B). We note that chain formation in human

donor cells is a hallmark of spermatogonia but is not a property

of PGCs and gonocytes (Nagano et al., 2002; Wu et al., 2009).

Thus, we reasoned that engrafted cells might have differentiated

to PGCLCs or gonocyte-like cells and tested systematically for

the presence of germ-cell-specific proteins on NuMA+ surviving

donor cells using serial immunohistochemical analysis across

testis cross-sections. We observed that all transplantations,

regardless of fertility status, resulted in two fates of donor undif-

ferentiated iPSCs in the testes: (1) differentiation to GCLCs that

were spatially located near or at the basement membrane of

seminiferous tubules and (2) extensive proliferation of iPSCs

distant from the basement membrane most often within the

interstitial space. These proliferative cells resembled embryonal

carcinoma (EC) and yolk sac tumors (YSTs).

Upon further analysis of H1 and iAZF1 xenotransplants, and as

expected, we observed that a subset of tubules was occupied

with NuMA+ donor cells (Figures S3C–S3I). In tubules containing

donor cells, NuMA+ donor cells engrafted both near the base-

ment membrane and in the center of the tubule. A significant

number of NuMA+ cells coexpressed the germline protein,

VASA (henceforth referred to as NuMA+/VASA+ cells) (Figure 3E,

white asterisks). We also observed that a fewNuMA+ cells nega-

tive for VASA engrafted at the edges of seminiferous tubules

(Figure 3E, red asterisk). To exclude the possibility that NuMA+

donor cells could differentiate to Sertoli cells, we costained for

GATA4 and SOX9, two nuclear proteins expressed by mouse

and human Sertoli cells (Figure S4).We did not observe the local-

ization of SOX9 and GATA4 signals in nuclei of NuMA+ cells (Fig-

ures S4A and S4D), but only in cells that resemble human or

mouse Sertoli cells at the edge of most tubules (Figures S4B,

S4C, and S4E). Based on these results, we defined human

GCLCs by the presence of NuMA+ cells that engrafted near

the basement membrane of seminiferous tubules, colocalization

of germ cell markers, especially VASA, and overall morpholog-

ical resemblance to human fetal germ cells (Figure 3E). By com-

parison, staining of human fetal testis cross-sections revealed

VASA+ germ cells near the tubule basement membrane (Fig-

ure 3Ci). Specifically, in testis xenografts, a large number of

NuMA+/VASA+ cells localized to the basal membrane of the

tubule either as single cells, rows or in clusters that bear clear

resemblance to the arrangement of VASA+ germ cells of the hu-

man fetal testis (Figures 3E and 4A–4F).

Male Donor-Derived Cells Engrafted Outside
Spermatogonial Tubules Remain Undifferentiated or
Differentiate to Primitive Tumors
As noted above, in addition to cells that engrafted at the base-

ment membrane, we observed that donor cells that filled the

entire seminiferous tubule or exited the tubule proliferated exten-

sively and did not demonstrate clear differentiation to either

GCLCs or somatic cells. Instead, based on histology of xeno-

grafts, cells distant from the basement membrane, outside the

tubules, resembled the histology of EC or, in some instances,

YST cells (Figure S5A; Chaganti and Houldsworth, 2000; Non-

aka, 2009). To verify, we stained xenografts for SOX2 and

OCT4, protein markers diagnostic, at least in part, for EC forma-

tion and undifferentiated cells (Nonaka, 2009). We observed

extensive SOX2 and OCT4 expression in NuMA+ nuclei in the

interstitial space (Figure S5B).We reasoned that these cells likely

resulted from leakage of donor hESCs and iPSCs from tubules

into the interstitial spaces of the testis. Notably, donor cells in

the interstitial spaces did not form teratomas as assessed by

thorough histological analysis, suggesting that they did not

receive the appropriate cues to differentiate to somatic lineages

or that somatic cells are efficiently removed following differenti-

ation. NuMA+ cells that filled the entire tubular space expressed

OCT4 but did not appear to form GCLCs (VASA negative), sug-

gesting that they remained undifferentiated (Figure S5C). We

determined the efficiency of interstitial tumor formation across

all testis xenografts performed and found that, except for human

fetal testis transplantation, hESC and iPSC xenotransplants

consistently produced interstitial tumors in more than half of all

samples (Figure S5D). Curiously, iAZFDc iPSCs produced inter-

stitial tumors only 30%of the time, but the tumors were always of

EC or YST types. Altogether, these results suggested that the

environment inside the seminiferous tubule is permissive for

germ cell formation but appears to prevent differentiation of

some donor cells to somatic lineages. In contrast, the
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environment outside the tubules promotes somatic differentia-

tion but not teratoma formation in donor cells that exited tubules.

Transplantation of iPSCs into Murine Seminiferous
Tubules Reveals Differences in Germ Cell
Differentiation between Control and AZF-Deleted Lines
We predicted that AZF-deleted iPSCs would form and/or main-

tain fewer GCLCs than AZF-intact iPSC lines. From our immuno-

histochemical analysis, we observed that transplanted human

fetal testis cells, H1 hESCs, iAZF1, iAZF2, and iAZFDc iPSCs

were usually localized in NuMA+/VASA+ clusters containing at

least three ormore cells (Figures 3E and4A–4D, arrows andwhite

asterisks). In contrast, iAZFDbc and iAZFDa iPSCs gave rise to

significantly fewer clusters of NuMA+/VASA+ cells (Figures 4E

and 4F, arrows and white asterisks). To quantify this observation

for each donor sample, we counted NuMA+/VASA+ cells and tu-

bules across entire cross-sections (203magnification) at three to

four different depths of cross-sections and in at least four biolog-

ical replicates per sample. Using this strategy, we extracted the

average percentage of positive seminiferous tubules (Figure 4G).

Although human fetal donor cells always produced the highest

percentage of positive tubules (>30%), both iAZF1 and iAZF2

lines produced significantly higher tubule occupancy over AZF-

deleted iPSCs (Figure 4G).Wenext determined the average num-

ber of NuMA+/VASA+ cells in each positively stained tubule (Fig-

ure 4H). We determined that, on average, >30 NuMA+/VASA+

cells per tubule were observed with human fetal donor cells

and approximately 20–25 NuMA+/VASA+ cells per tubule with

human iAZF1 and iAZF2 donor cells. These values were signifi-

cantly higher than those observed in the case of iAZFDa,

iAZFDbc, and iAZFDc donor cells, where we observed four to

eight NuMA+/VASA+ cells per tubule (Figure 4H). To determine

the relative germ-cell-forming potential of each donor cell popu-

lation, we multiplied the tubule occupancy (per 100 tubules) by

NuMA+/VASA+ cells per tubule (Figure 4I). Our calculations

reveal an approximate 50- to 100-fold reduction in formation of

GCLCs from AZF-deleted iPSCs relative to AZF-intact iPSCs.

To further validate in vivo GCLC formation fromdonor cells, we

examined expression of the germ-cell-specific proteins DAZL,

PLZF, UTF1, STELLA, and DAZ in donor-derived GCLCs from

xenotransplants (Figures 5 and S6). Based on previous reports,

we predicted that STELLA, DAZL, and VASA would label iPSCs

that had differentiated to PGCLCs, whereas UTF1, PLZF, and

DAZ proteins would label iPSCs that had entered the pool of

gonocyte-like or prospermatogonia-like cells and would overlap

with expression of VASA (Buaas et al., 2004; Anderson et al.,

2007; Kristensen et al., 2008; Culty, 2009; Phillips et al., 2010;

Wongtrakoongate et al., 2013). Fetal testes at 22weeks of gesta-

tion are expected to contain gonocytes and undifferentiated

spermatogonia (Culty, 2009). Interestingly, fetal germ cells

expressed DAZL, STELLA, and UTF1 simultaneously (Fig-

ure S6A). NuMA+/VASA+ cells derived from human fetal testis

donor cells expressed the PGC proteins STELLA and DAZL in

a similar nuclear and cytoplasmic pattern, respectively, to

endogenous germ cells in the human fetal testis (Figure 5A, panel

1, and Figure S6A). Similarly, NuMA+/VASA+ cells derived from

all AZF-intact and AZF-deleted donor lines expressed STELLA

and DAZL proteins (Figures 5B–5F, panel 1). We further

observed that expression of UTF1, PLZF, and DAZ proteins

varied between donor cell lines dependent on genotype. In the

control human fetal testis, UTF1, PLZF, and DAZ proteins were

expressed in a few GCLCs in a subset of seminiferous tubules

(Figure S6A). In a similar fashion to the fetal testis, UTF1 was

localized in several DAZL+ donor-derived germ cells near the

edges of tubules in all samples except iAZFDbc and iAZFDa,

where we could not detect UTF1 signals (Figures 5A–5D, panel

2, and Figure S6). In addition, the prospermatogonial protein

PLZF was detected in only a handful of VASA+ cells in iAZF1 xe-

nografts, but not in other samples (Figure 5C, panel 2).We further

observed that none of the three AZF-deleted lines expressed the

Y chromosome-encoded protein DAZ. In contrast, we detected

cytoplasmic expression of DAZ proteins in NuMA+ cells of AZF-

intact donor cells (H1, iAZF1, and iAZF2) and donor cells from the

human fetal testis (Figures 5G and S6B). The pattern of DAZ

expression closely corresponded to that of endogenous fetal

germ cells in the human testis (Figure S6A). Collectively, results

indicate that the human fetal testis donor cells and all patient-

derived iPSCs are capable of forming PGCLCs but that, in

general, AZF-deleted iPSCs form fewer GCLCs with altered

expression of germ-cell-specific proteins (Figure 5H).

Epigenetic Analysis of Donor-Derived GCLCs from AZF-

Intact iPSCs
In order to evaluate if epigenetic reprogramming, characteristic of

endogenous germ cells, occurs in donor iPSC xenografts, we

performed immunohistochemistry for 5-methylcytosine (5-mC)

Figure 2. Derivation and Characterization of iPGCs from AZF-Intact and AZF-Deleted iPSCs In Vitro

(A) Single-cell gene expression of VASA-GFP+ iPGCs derived from undifferentiated AZF-intact iPSCs (iAZF1), hESCs (H1), and AZF-deleted iPSCs (iAZFDc,

iAZFDbc, and iAZFDa). The relative expression of PGC genes PRDM1, PRDM14, DAZL, STELLA (DPPA3), IFITM3, NANOS3, and VASA was measured after

normalization in all cells positive forGFPmRNAandplotted individually. Expression levels in undifferentiated single cells fromeach iPSC line are also shown in each

graph. Each vertical bar represents 1 individual cell, and at least 25 cells are represented for differentiated samples and 20 cells for undifferentiated samples. See

legend colors for sample identification. A heat index of pluripotency gene expression in five differentiated single cells and in undifferentiated iPSCs is shown (right).

(B) Immunocytochemistry of GFP+ sorted cells for GFP and PGC proteins VASA, STELLA, and DAZL. Nuclei are counterstained with DAPI (blue). Scale bars

represent 25 mm.

(C) Two-component linear discrimination analysis of all single-cell RT-PCR measurements for 27 germ cell genes from all iPSC lines tested. Each single dot

represents one single-cell measurement.

(D) Percentage of GFP+ sorted single cells coexpressing 12 additional germ-cell-associated genes (see Table S3) as plotted by the number of markers within

each individual cell. Dashed, vertical lines indicate the segment of the population of single cells from each line relative to the middle 70%–80% of control, iAZF1

population. Coexpression of nine PGC (blue) and six gonocytic/spermatogonial genes (red) was quantified in GFP+ iPGCs and plotted by the number of

respective markers within each cell.

See also Figure S2 and Tables S2 and S3.
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as a marker of global CpGmethylation. We compared 5-mC sta-

tus in endogenousgermcells of both human fetal andadult testes

(Figures 6A and 6B) and in all recipient mouse testis xenografts

(Figures 6C–6G). We observed that a majority of endogenous

VASA+ germ cells in fetal testes were 5-mC positive, with a sub-

set of VASA+ cells 5-mC negative (Figure 6A, yellow arrowheads

and white dotted circles, respectively). Intriguingly, NuMA+/

VASA+ cells in all xenografts derived from human fetal testis

Figure 3. Survival and Germ Cell Differentiation of Fetal Germ Cells, hESCs, and iPSCs after Transplantation to Mouse Spermatogonial

Tubules

(A) Transplantations were performed by independently injecting 22-week-old human fetal testicular cells, H1 hESCs, or human iPSCs directly into seminiferous

tubules of busulfan-treatedmouse testes (pink oval) that were depleted of endogenous germ cells. Testis xenografts were analyzed by (1) whole-mount histology

using a human cell-specific antibody, or (2) immunohistochemistry using a human cell-specific antibody, NuMA, to detect donor cells.

(B) Hematoxylin and eosin histology of normal mouse recipient testes before busulfan treatment, after busulfan-mediated germ cell depletion, and 2 months

posttransplantation of iPSCs.

(C) Human (Hu) fetal testis (22 weeks old) with cytoplasmic VASA expression (green) in germ cells (i). Nuclei are counterstained with DAPI. Human fetal testis was

enzymatically dissociated, and fetal germ cells were transplanted and then detected after 2 months by (ii) whole-mount staining or (iii) cross-sectional immu-

nohistochemistry for NuMA+/VASA+ cells (white asterisks).

(D) Human and mouse immunostaining controls for NuMA antibody specificity.

(E) Immunohistochemical analysis of testis xenografts derived from undifferentiated (i and ii) H1 hESC and (iii and iv) iAZF1 iPSCs. All images are merged from

NuMA (red), VASA (green), and DAPI-stained nuclei. White rectangles indicate regions of interest of positive colocalization of NuMA and VASA and are magnified

in (ii) and (iv). Red asterisks indicate NuMA+ donor cells adjacent to the basement membrane, whereas white asterisks represent NuMA+/VASA+ donor cells near

the basement membrane.

In all panels, dashed white lines indicate the outer edges of spermatogonial tubules. Scale bars represent 50 mm. See also Figure S3.
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donor cells or iPSC lines exhibited similar numbers of cells nega-

tive or positive for 5-mC (Figures 6C–6G, yellow arrowheads and

white dotted circles, respectively). The 5-mC reduction was

confined to germ cells within tubules (i.e., NuMA+ donor cells

outside tubules were all 5-mC positive) (Figure 6H). Additionally,

undifferentiated iPSC donor cells in culture exhibited uniform

levels of 5-mC prior to transplantation (Figure 6H, bottom). In

addition to immunohistochemical analysis, we quantified the

pattern of 5-mC signals in NuMA+/VASA+ cells within tubules

and observed a fairly uniform percentage (15%–20%) of 5-mC-

negative cells in all xenografts, including those derived from hu-

man fetal testis donor cells. This observation mirrored the

approximate 25% of endogenous fetal testis germ cells that

were 5-mC negative (Figure 6I). Meanwhile, endogenous adult

testis germ cells were highly methylated (only 3%–5% 5-mC

negative). Collectively, our results suggest that human donor

Figure 4. Differences in GCLC-Forming Po-

tential between Patient-Derived iPSCDonor

Cells in Mouse Spermatogonial Tubules

(A–F) Mouse testis xenografts were analyzed by

immunohistochemistry using the human cell-

specific antibody NuMA and an antibody recog-

nizing the pan-germ cell marker VASA, marking

PGCs, gonocytes, and spermatogonia. Cross-

sections of testis xenografts derived from (A) 22-

week-old human fetal testis cells, (B) iAZF1, (C)

iAZF2, (D) iAZFDc, (E) iAZFDbc, and (F) iAZFDa

cell lines. All images are merged from NuMA (red),

VASA (green), and DAPI-stained nuclei. Arrows

indicate cells or clusters with positive colocaliza-

tion of NuMA and VASA. Red asterisks indicate

NuMA+ donor cells adjacent to the basement

membrane, whereas white asterisks represent

NuMA+ donor cells near the basementmembrane.

In all panels, dashed white lines indicate the outer

edges of spermatogonial tubules. Scale bars

represent 50 mm.

(G) Percentage of tubules positive for NuMA+/

VASA+ cells was calculated acrossmultiple cross-

sections (relative to total number of tubules).

(H) For each positive tubule, the ratio of NuMA+/

VASA+ cells per tubule was determined.

(I) Relative germ-cell-forming potential calculated

by multiplying the fraction of positively stained

tubules with the number of VASA/NUMA-cos-

tained cells for each sample. Data are represented

as mean ± SD of replicates. In each graph, sig-

nificant differences in percentages/ratios between

controls (iAZF1 or iAZF2) and AZF-deleted lines

were determined by one-way ANOVA. *p < 0.05;

**p < 0.001; ns, nonsignificant.

See also Figure S3.

cells undergo global DNA demethylation

upon initiation of germ cell differentiation

inside the mouse seminiferous tubule.

DISCUSSION

Amajor emphasis in stem cell biology and

regenerative medicine is focused on

iPSC-derived cell transplantation to restore somatic cellular

and tissue function (Wu and Hochedlinger, 2011; Takahashi

and Yamanaka, 2013). Much less focus has been directed at

the use of human iPSCs to derive germ cells for potential cell

replacement therapies, despite elegant studies in the mouse

that demonstrate the ability to completely reconstitute mouse

germline development from ESCs and iPSCs (Hayashi et al.,

2011, 2012; Grabole et al., 2013; Nakaki et al., 2013). Both

mouse and human studies have demonstrated requirements

for key germ-cell-specific genes and dependence of germ cell

development on interaction with the niche (Nicholas et al.,

2009; Hayashi et al., 2011; Kee et al., 2009; Panula et al., 2011;

Easley et al., 2012; Medrano et al., 2012; Gkountela et al.,

2013). Yet, there are difficulties in interpreting the human data

given the low numbers of GCLCs formed in vitro, the extensive

overlap of gene expression shared between ESCs and PGCs
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such that fewer than a dozen genes may differ (Clark et al., 2004;

Zwaka and Thomson, 2005; Johnson et al., 2008; Sabour et al.,

2011), and the asynchrony in development of germ cells in vitro.

In this study, we observed that transplantation of normal and

AZF-deleted iPSCs into the environment of the seminiferous

tubule resulted in GCLC formation, whereas iPSCs outside the

tubules failed to differentiate to GCLCs. Based on these results,

we reason that iPSC and hESC donor cells inside seminiferous

tubules may receive signals that permit them to engraft near the

basement membrane. Our findings are supported by the obser-

vation that human spermatogonia transplanted to mouse testes

‘‘home’’ to the basement membrane but cannot differentiate to

more mature stages (Nagano et al., 2002; Wu et al., 2009; Taka-

shimaet al., 2011).We suggest that cell-to-cell contacts between

cells of the basement membrane niche, especially Sertoli cells,

and donor cells enable exchange of instructive signals. Further-

more, we suggest that this crosstalk favors acquisition of a

PGC- or gonocyte-like fate in human iPSCs with suppression of

extensive proliferation and somatic cell differentiation (Resnick

et al., 1992; Johnson et al., 2008; Kanatsu-Shinohara et al.,

2012). In a similar fashion, undifferentiated murine spermato-

gonia self-renew or differentiate based on Sertoli cell density

and factors secreted by Sertoli cells (Phillips et al., 2010; Oatley

et al., 2011). These Sertoli cell-produced factors include para-

crine growth factors such as transforming growth factor (TGF)

and stemcell factor (SCF), which have been implicated in the sur-

vival and/or differentiation of PGCs (Mullaney and Skinner, 1991;

Ewen and Koopman, 2010). In mice, the transition to epiblast

stemcells andoverexpression of Prdm14 facilitates germcell dif-

ferentiation posttransplantation (Nakaki et al., 2013). In contrast,

both undifferentiated hESCs andhuman iPSCs are believed to be

‘‘epiblast-like’’ and moreover express high levels of PRDM14

endogenously as shown in this manuscript and other reports by

Brons et al. (2007) and Tesar et al. (2007).

Our findings also bear some resemblance to reports in flies

where the somatic cyst cells, which are immediately adjacent

to germline stem cells, induce germline differentiation, whereas

perturbation of the niche:germ cell environment leads to exten-

sive proliferation resembling germ cell tumors (Karnis, 2012;

Lim and Fuller, 2012). Based on our results and previously pub-

lished studies, we posit that undifferentiated human iPSCs inside

murine seminiferous tubules receive critical molecular cues from

Sertoli cells and, potentially, from peri-tubular cells that assist in

localization and physical interaction, accessibility to signaling

cues, and ultimately direct germline differentiation. Moreover, if

the niche is ‘‘overbooked’’ and iPSCs leak out of tubules or are

not able to contact Sertoli cells, we suggest that these cells

will proliferate extensively to form EC outside the tubule or

remain undifferentiated inside the tubule. Indeed, it is remarkable

that in sharp contrast to studies with miPSCs, human iPSCs and

hESCs never formed teratomas in our studies, perhaps due to

their transient interaction with the intratubular environment.

Historically, it has not been possible to address when or how

germ cells are depleted in men with spontaneous deletions;

heterogeneity of clinical phenotypes associated with the same

genetic deletions may be linked to depletion rate or time of

presentation (Reijo et al., 1995, 1996). Moreover, it was not

known whether AZF deletions might disrupt early germ cell

development or maintenance. Here, we observed that iPSCs

derived from men with AZFa and AZFbc deletions formed fewer

and poor-quality PGCLCs both in vitro and in vivo. Regardless of

genotype, however, we determined that human donor-derived

GCLCs are induced to undergo global DNA demethylation

from somatic methylation levels in amanner that is characteristic

of the development of male PGCs to gonocytes (Wermann et al.,

2010; Seisenberger et al., 2012). Importantly, our results indicate

that there is a clear defect linked to expression of later genes

such as DAZ, PLZF, and UTF1 that coexpress with or follow

expression of PGC markers (Culty, 2009); in particular, those

with AZF deletions did not express Y chromosome DAZ and

the genes UTF1 and PLZF in any germ cells. Thus, our results

of germ cell differentiation are well correlated with clinical

outcomes but also provide some interesting insights. However,

iPSCs formed PGCLCs, suggesting that men with these dele-

tions likely form germ cells early in development but that these

cells are depleted prior to clinical presentation. This concept is

consistent with many mouse models of infertility in which initial

populations of germ cells are not maintained (Modi et al., 2003;

Rucker et al., 2000). Indeed, in mice, both XX and XY embryos

form PGCs, which migrate to the gonad and begin differentiation

to sperm or oocytes, independent of germ cell sex chromosome

composition, depending on the sexual identity of the gonad

proper (Gill et al., 2011). Human genetic data similarly indicate

that the XO genotype (Turner syndrome) is compatible with for-

mation of fetal germ cells, but they are depleted by birth or there-

after (Modi et al., 2003; Karnis, 2012).

Our results have been summarized into a working model for

the efficiency and fate of human iPSCs during human germ cell

formation in the mouse testes (Figure 7). Further studies should

refine existing methods by performing transplantations with

varying cell numbers, examining genetic complementation

and hierarchy, and altering the xenotransplant recipient to a

Figure 5. Donor-Derived GCLCs from H1, Human Fetal Testis, and iAZF1 Exhibit Multiple Markers of PGCs and Undifferentiated Sper-

matogonia, whereas AZF-Deleted Donor Cells Only Express PGC Markers

(A–F) Mouse testis xenografts derived from (A) H1 hESCs, (B) 22-week-old human fetal testicular cells, (C) iAZF1, and (D–F) AZF-deleted human iPSCs were

stained in adjacent, serial cross-sections for the PGC markers DAZL and STELLA and for the gonocyte/spermatogonial markers UTF1, PLZF, and DAZ in

NuMA+VASA+ regions. For each xenograft, low-magnification regions of the seminiferous tubule containingNuMA+VASA+ cells are shown, and boxed regions of

interest are enlarged and shown to the right. In NuMA+/VASA+ donor cells, immunostaining for germ cell proteins is shown as follows: Panel 1, positive

immunostaining for DAZL (red) and STELLA (green); and Panel 2, UTF1 (green), UTF1+DAZL, PLZF (green), or PLZF+VASA.

(G) Mouse testis xenografts derived from H1 hESCs, iAZF1, and human fetal testicular cells showing NuMA+ cells that coexpressed DAZ in boxed regions and

enlarged in lower panels. In all panels, dashed white lines always indicate the outer edges of spermatogonial tubules. Wherever shown, nuclei are counterstained

with DAPI (blue). Scale bar represents 50 mm.

(H) Summary of positive (green) and negative (red) germ cell protein expression across all xenografts tested.

See also Figure S4.
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Figure 6. Global DNA Methylation Properties of Xenotransplanted iPSCs

Human fetal (22 weeks) testis (A), human adult testes (B), and mouse testis (C–G) xenografts derived from human fetal testicular cells and iPSCs were stained for

VASA and 5-mC in NuMA+ regions.

(A) Cross-section of a human fetal testis (22 weeks) with positive immunostaining for 5-mC alone or VASA and 5-mC together. Enlarged panels on the left

represent the region enclosed within the white rectangle of the right panel.

(B) Cross-section of a human adult testis with positive immunostaining for 5-mC alone or VASA and 5-mC together.

(C–G) Cross-sections of mouse testes transplanted with 22-week-old human fetal testicular cells (C) and undifferentiated iPSC donor cells from each line (D–G).

For each xenografted line, immunostaining for NuMA+/VASA+ cells (top), 5-mC alone (middle), and 5-mC together with VASA (bottom) is shown. White dotted

circles indicate NuMA+/VASA+ cells with complete loss of 5-mC signal; yellow arrowheads indicate NuMA+/VASA+ positive cells with positive 5-mC signals.

(H) Positive 5-mC signals in NuMA+ cells outside tubules (top) and in undifferentiated iPSCs prior to transplantation (bottom).

(I) Quantification of 5-mC positive and negative signals in human testes (left columns) and in NuMA+/VASA+ cells of testis xenografts (middle columns). 5-mC

patterns in extratubular NuMA+ cells are shown (right column).

In all panels, dotted lines indicate edges of spermatogonial tubules. Scale bars represent 50 mm. See also Figure S6.
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nonhuman primate in order to promote full reconstitution of sper-

matogenesis and overcome innate barriers in xenotransplanta-

tion of human cells to the mouse.

EXPERIMENTAL PROCEDURES

Derivation and Culture of iPSC Lines from Primary Human Skin Cells

The human skin-derived primary cell lines (AZF1, AZF2, AZFDa, AZFDbc, and

AZFDc) used in this study were obtained from a 4 mm adult skin punch biopsy

and cultured as described by Byrne et al. (2009). AZF2 iPSCs were derived

from normal human fetal foreskin fibroblasts (Stemgent) as previously

described (Durruthy Durruthy et al., 2014). Fibroblasts were allowed to expand

to 80%–90% confluency before passaging and cryopreservation. Deletion

mapping analysis of all patient-derived fibroblasts was determined by

sequence-tagged site (STS) PCR analysis with the Y Chromosome Deletion

Analysis Kit (Promega) according to manufacturer’s instructions. Dermal fibro-

blasts were infected with a polycistronic lentiviral-reprogramming vector as

previously described for reprogramming by Sommer et al. (2010) and Sebas-

tiano et al. (2011). Briefly, 105 fibroblasts were seeded in mouse embryonic

fibroblast (MEF) medium and infected. After 6 days, cells were transferred

onto inactivated MEFs. After replacement with hESC medium, the cells were

grown for up to 8 weeks until hESC-like colonies started to emerge. IPSC

colonies were manually picked, expanded on MEFs, and after approximately

15–20 passages, transferred to feeder-free culture conditions in mTeSR1

medium (STEMCELL Technologies).

Transduction, Differentiation, and FACS of iPSCs and hESCs with

VASA:GFP Reporter Lentivirus

Undifferentiated iPSCs and hESCs were transduced, selected, and differ-

entiated on Matrigel-coated plates with a VASA:GFP lentivirus as previ-

ously described by Kee et al. (2009) and Medrano et al. (2012). As con-

trols, transduced cells and nontransduced cells were also used in all

differentiation experiments. Differentiation medium was supplemented

with 50 ng/ml bone morphogenetic proteins 4 and 8 (BMP4 and BMP8,

respectively), 10 nM retinoic acid (RA), and 2 ng/ml human recombinant

leukemia inhibitory factor (hLIF) and changed every 3.5 days. Cells were

sorted for GFP+ and GFP& populations on a Becton Dickinson

FACSArias II instrument.

Xenotransplantation Assay

Human cell lines were transplanted into the testes of busulfan-treated,

immune-deficient nude mice (NCr nu/nu; Taconic) as previously described

for primate and human spermatogonia by Hermann et al. (2010). Briefly, immu-

nodeficient nude mice were treated with a single dose of busulfan (40 mg/kg;

Sigma-Aldrich) at 6 weeks of age to eliminate endogenous spermatogenesis.

Xenotransplantation was then performed 5 weeks after busulfan treatment by

injecting 7–8 ml cell suspensions containing 10% trypan blue (Invitrogen) into

the seminiferous tubules of each recipient testes via cannulation of the efferent

ducts. At 8 weeks after transplantation, recipient mouse testes were harvested

for histology and immunohistochemical analyses.

Immunohistochemistry

Formalin-fixed human testes or mouse testes xenotransplants were paraffin

embedded and sectioned into serial cross-sections of 5–10 mm thickness

each (AML Laboratories). Testis sections were deparaffinized in xylene,

rehydrated through an ethanol-graded series. For all samples, antigen

retrieval was performed by boiling the sections in 0.01 M sodium citrate

buffer (pH 6.0) for 20 min, followed by incubation at room temperature for

30 min. For DNA methylation analysis, sections were incubated in 4 N HCl

for 20 min prior to blocking. A 10% solution of normal donkey serum (Jack-

son ImmunoResearch) in PBS was used as a blocking buffer. Sections were

incubated with the following primary antibodies diluted in blocking solution

(1.0% Normal Donkey Serum, 0.1% Triton X-100, and sterile PBS) overnight

at 4#C: VASA (1:200) and GFRa1 (1:250) (R&D Systems); NuMA (1:200),

STELLA (1:200), DAZL (1:200), and DAZ (1:250) (Abcam); UTF1 (1:200; Milli-

pore); PLZF (1:250; Chemicon); OCT4 (1:500), SOX2 (1:500), and GATA4

(1:250) (Santa Cruz Biotechnology); SOX9 (1:250; Sigma Aldrich); 5-mC

(1:1500; Eurogenetec); and 5-hMC (1:1500; Active Motif). The sections

were washed and labeled with Alexa dye-conjugated secondary antibodies.

Sections were mounted in ProLong Gold Antifade mounting media contain-

ing DAPI (Life Technologies). Negative controls included incubation with rab-

bit immunoglobulin G antibodies and omission of the primary antibody for all

samples. Quantification of sections for NuMA/VASA double staining was

determined manually from three to five independent 203 fields taken from

three different testis tissue depths and from at least three separate biological

replicates. Quantification of positive and negative 5-mC signals was deter-

mined by counting at least 150 NuMA+/VASA+ cells inside seminiferous

tubules across five 203 fields of view from two independent biological rep-

licates. For human testis cross-sections, 5-mC patterns were quantified in

only VASA+ cells inside tubules. Data for statistical analysis follow a normal

distribution.
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Figure 7. Schematic Illustration of Major Findings of This Study

iPSCs were derived from patients with AZF-intact and AZF-deleted Y chro-

mosomes using the OCT4, SOX2, KLF4, and CMYC cocktail (OSKM). When

transplanted, undifferentiatedmale iPSCs specifically differentiate to PGC-like

and gonocyte-like germ cells inside the mouse spermatogonial tubule envi-

ronment, presumably in the Sertoli cell niche. However, outside the tubule, all

patient-derived iPSCs and hESCs remain undifferentiated as primitive tumors.

AZF-deleted iPSCs appear to have a lower potential to make germ cells in vivo

as compared to AZF-intact iPSCs and appear to be restricted to forming

PGCLCs. See also Figure S5.
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ter, F., Köhn, F.M., Schill, W.B., Farah, S., Ramos, C., et al. (1996). Human Y

chromosome azoospermia factors (AZF) mapped to different subregions in

Yq11. Hum. Mol. Genet. 5, 933–943.

Weissman, I. (2012). Stem cell therapies could change medicine. if they get

the chance. Cell Stem Cell 10, 663–665.

Wermann, H., Stoop, H., Gillis, A.J., Honecker, F., van Gurp, R.J., Ammerpohl,

O., Richter, J., Oosterhuis, J.W., Bokemeyer, C., and Looijenga, L.H. (2010).

Global DNA methylation in fetal human germ cells and germ cell tumours:

association with differentiation and cisplatin resistance. J. Pathol. 221,

433–442.

Wongtrakoongate, P., Jones, M., Gokhale, P.J., and Andrews, P.W. (2013).

STELLA facilitates differentiation of germ cell and endodermal lineages of

human embryonic stem cells. PLoS ONE 8, e56893.

Wu, S.M., and Hochedlinger, K. (2011). Harnessing the potential of induced

pluripotent stem cells for regenerative medicine. Nat. Cell Biol. 13, 497–505.

Wu, X., Schmidt, J.A., Avarbock,M.R., Tobias, J.W., Carlson, C.A., Kolon, T.F.,

Ginsberg, J.P., and Brinster, R.L. (2009). Prepubertal human spermatogonia

and mouse gonocytes share conserved gene expression of germline stem

cell regulatory molecules. Proc. Natl. Acad. Sci. USA 106, 21672–21677.

Zwaka, T.P., and Thomson, J.A. (2005). A germ cell origin of embryonic stem

cells? Development 132, 227–233.

Cell Reports 7, 1284–1297, May 22, 2014 ª2014 The Authors 1297



Want to learn how to
prepare, submit and
publish an article in
a Cell Press journal?

Watch the Cell Press publication guide.

formore information visit
www.cell.com/publicationguide

Chapter 1: Beforemanuscript submission Chapter 2: After initial submission

Chapter 3: Decision process Chapter 4: Aftermanuscript acceptance



Cell Reports

Article

Pain without Nociceptors?
Nav1.7-Independent Pain Mechanisms
Michael S. Minett,1 Sarah Falk,2 Sonia Santana-Varela,1 Yury D. Bogdanov,1 Mohammed A. Nassar,1

Anne-Marie Heegaard,2 and John N. Wood1,*
1Molecular Nociception Group, Wolfson Institute for Biomedical Research, University College London, Gower Street, LondonWC1E 6BT, UK
2Department of Drug Design and Pharmacology, Faculty of Health and Medical Sciences, University of Copenhagen, Universitetsparken 2,

2100 Copenhagen, Denmark

*Correspondence: j.wood@ucl.ac.uk
http://dx.doi.org/10.1016/j.celrep.2013.12.033

This is an open-access article distributed under the terms of the Creative Commons Attribution-NonCommercial-No Derivative Works

License, which permits non-commercial use, distribution, and reproduction in any medium, provided the original author and source are
credited.

SUMMARY

Nav1.7, a peripheral neuron voltage-gated sodium
channel, is essential for pain and olfaction in mice
and humans. We examined the role of Nav1.7 as
well as Nav1.3, Nav1.8, andNav1.9 in differentmouse
models of chronic pain. Constriction-injury-depen-
dent neuropathic pain is abolished when Nav1.7 is
deleted in sensory neurons, unlike nerve-transec-
tion-related pain, which requires the deletion of
Nav1.7 in sensory and sympathetic neurons for
pain relief. Sympathetic sprouting that develops
in parallel with nerve-transection pain depends on
the presence of Nav1.7 in sympathetic neurons.
Mechanical and cold allodynia required distinct
sets of neurons and different repertoires of sodium
channels depending on the nerve injury model.
Surprisingly, pain induced by the chemotherapeutic
agent oxaliplatin and cancer-induced bone pain do
not require the presence of Nav1.7 sodium channels
or Nav1.8-positive nociceptors. Thus, similar pain
phenotypes arise through distinct cellular and mo-
lecular mechanisms. Therefore, rational analgesic
drug therapy requires patient stratification in terms
of mechanisms and not just phenotype.

INTRODUCTION

Pain afflicts a fifth of the population; there is an urgent need for

new analgesic drugs with minimal side effects. There is strong

evidence that, in most chronic pain conditions arising from nerve

damage or inflammation, peripheral nerve block can cause pain

relief in humans, proving that peripheral drive is critical to chronic

pain (Aguirre et al., 2012). However, our understanding of the

functional diversity of peripheral sensory neurons is limited,

although attempts have been made to link histochemical

markers to function with limited success. The developmental

complexity of sensory neuron specification has been extensively

analyzed (Lallemend and Ernfors, 2012), but the links to function

remain obscure. Here, we explore the role of voltage-gated so-

dium channels in different pain syndromes and provide evidence

for a diversity of mechanisms in peripheral pain pathways that

may help to explain recent failures to develop new analgesic

drugs targeting peripheral neurons.

Studies of human monogenic disorders of pain perception

have drawn attention to the voltage-gated sodium channels

in sensory neurons (Eijkelkamp et al., 2012; Waxman, 2013),

particularly Nav1.7 as a potential drug target, because loss of

function in this channel leads to chronic insensitivity to pain

(CIP) (Cox et al., 2006, Goldberg et al., 2007). Modeling this

loss-of-function syndrome in mice recapitulates the human

pain-free phenotype; acute thermal and mechanical insults

have no behavioral consequences, whereas inflammatory pain

is also abolished in inbred mouse strains lacking Nav1.7 in

peripheral neurons (Minett et al., 2012; Nassar et al., 2004).

Although the analgesia associated with loss of Nav1.7 function

is dramatic, modality-specific pain therapies are more desirable

for most chronic pain conditions where general analgesia could

lead to inadvertent self-harm.

Earlier studies suggested that seemingly similar neuropathic

pain models differed mechanistically (Kim et al., 1997). Neuro-

pathic pain can be either sympathetically maintained or sympa-

thetically independent (Roberts, 1986). Here, we examined a

number of models including the spinal nerve transection (SNT)

model (Kim and Chung, 1992) and the chronic constriction injury

(CCI) model (Bennett and Xie, 1988). In the SNT model, mechan-

ical and cold allodynia are associated with the invasion of the

dorsal root ganglion (DRG) by postganglionic adrenergic sympa-

thetic axons (Ramer and Bisby, 1998a, 1998c). In contrast, CCI is

thought to trigger an immune response leading to a ‘‘neuritis’’

(Campbell and Meyer, 2006), where surgical lumbar sympathec-

tomy produces no signification change in mechanical or cold

allodynia (Kim et al., 1997). A furthermodel associatedwith nerve

damage, the oxaliplatin model of chemotherapeutic-induced

neuropathic pain, was investigated (Renn et al., 2011) because

painful neuropathies affect a third of all patients who undergo

chemotherapy (Velasco and Bruna, 2010). Additionally, we

examined spontaneous and movement-evoked pain behavior

associated with cancer-induced bone pain in a syngeneic model
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of metastatic bone cancer. Bone metastasis is a common

complication for patients suffering from advanced lung, breast,

prostate, or skin cancers and is the most common source of

severe cancer pain (Kinnane, 2007; Mercadante, 1997).

Here, we have used models of neuropathic and cancer-

induced bone pain to investigate the role of Nav1.7, as well as

other voltage-gated sodium channels in the development of

pain syndromes. We crossed floxed (Scn9a) Nav1.7 mice with

different tissue-restricted Cre mouse strains to generate noci-

ceptor-specific (Nav1.7Nav1.8), pan-DRG (Nav1.7Advill), and pan-

DRG and sympathetic (Nav1.7Wnt1) Nav1.7 knockout mouse

strains and examined the effects on pain behavior. We also

compared the effects of deleting Nav1.7 in utero or in adult ani-

mals to examine any developmental effects that may contribute

to CIP. Surprisingly, we found that classical nociceptors defined

by the presence of the sodium channel Nav1.8, or the sodium

channel Nav1.7 that have been linked to all forms of acute and

inflammatory pain (Minett et al., 2012; Nassar et al., 2004) are

not required for ongoing pain in models of cancer-induced

bone pain or oxaliplatin-induced neuropathic pain. We also

found that phenotypically identical pain syndromes are induced

through different molecular mechanisms in distinct sets of

sensory and sympathetic neurons. This functional redundancy

raises questions about the organization of peripheral pain path-

ways and strategies for treating pain.

RESULTS

Generation of Nav1.7 Conditional Knockout Mouse
Strains
We used the Cre-loxP system to generate a number of

conditional Nav1.7 knockout mouse strains. Floxed (Scn9a)

Nav1.7 mice were crossed with strains where Cre expression

is driven by either the Nav1.8 promoter (Nav1.7Nav1.8), expressed

in >90% of neurons expressing markers of nociceptors (Nassar

et al., 2004; Shields et al., 2012), the Advillin promoter

(Nav1.7Advill), expressed in all DRG neurons (Minett et al.,

2012), and the Wnt1 promoter (Nav1.7Wnt1), expressed in tissue

derived from the neural tube, including sensory and sympathetic

neurons (Danielian et al., 1998).

Pain-Modality-Specific Neurons and Nav1.7 in
Neuropathic Pain Models
The three different tissue-specific Nav1.7 transgenic knockout

mouse strains were examined after CCI of the sciatic nerve, or

SNT of the fifth lumbar segment. Both surgical models produce

robust cold and mechanical allodynia. In DRG neurons, Nav1.7

mediates the increased sensitivity to both the acetone and

the von Frey test following CCI surgery (Figure 1A). A comparison

of the Nav1.7Nav1.8 and Nav1.7Advill behavioral responses

reveals a modality-specific role for Nav1.7 within different DRG

A B

Figure 1. Comparison of Transgenic Mice Reveals Tissue-Specific Roles for Nav1.7 in Mechanical and Cold Allodynia after CCI Surgery as

Well as a Role Specifically in Sympathetic Neurons after SNT Surgery

Behavioral responses of different Nav1.7 tissue-specific knockouts to the von Frey and acetone test following CCI (A) and L5 SNT surgery (B). Nav1.7Nav1.8 (blue

squares, n = 9) do not develop CCI-induced cold allodynia (Aa) but do develop mechanical allodynia (Ab) in comparison to littermate mice (white squares, n = 8).

Nav1.7Advill (red squares, n = 8) do not develop CCI-induced cold (Ac) or mechanical allodynia (Ad) in comparison to littermate mice (white squares, n = 9).

Nav1.7Wnt1 (green squares, n = 9) do not develop CCI-induced cold (Ae) nor mechanical allodynia (Af) in comparison to littermate mice (white squares, n = 6).

Nav1.7Nav1.8 (blue squares, n = 6) develop both SNT-induced cold (Ba) and mechanical allodynia (Bb) in comparison to littermate mice (white squares, n = 6).

Nav1.7Advill (red squares, n = 6) develop both SNT-induced cold (Bc) and mechanical allodynia (Bd) in comparison to littermate mice (white squares, n = 9).

Nav1.7Wnt1 (green squares, n = 9) do not develop SNT-induced cold allodynia (Be) in comparison to littermate mice (white squares, n = 12). Data analyzed by two-

way analysis of variance followed by the Bonferroni post hoc test. Results are presented as mean ± SEM. **p < 0.01 and ***p < 0.001 (individual points). See also

Figure S1.
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subpopulations. Nav1.7Nav1.8 mice do not develop acetone-

induced cold allodynia (Figure 1Aa) but show normal mechanical

allodynia (Figure 1Ab). This is also true for the partial nerve liga-

tion (Seltzer et al., 1990) surgically induced neuropathic pain

model (Figures S1A and S1B). In contrast, deleting Nav1.7

from all DRG neurons attenuates both cold and mechanical

allodynia (Figures 1Ac–1Af). Figure 1B demonstrates that

Nav1.7 expression within DRG neurons is not critical for cold

or mechanical allodynia in the sympathetically mediated SNT

model. Both Nav1.7Nav1.8 and Nav1.7Advill mice develop both

cold and mechanical allodynia normally following SNT surgery

(Figures 1Ba–1Bd), demonstrating that pain associated with

the SNT model does not directly arise from Nav1.7-positive

nociceptors, unlike the CCI model. In contrast, Nav1.7Wnt1

mice develop neither cold (Figure 1Be) nor mechanical allodynia

(Minett et al., 2012) demonstrating that Nav1.7 expressed within

peripheral sympathetic neurons is essential for the SNT-induced

mechanical and cold allodynia.

Interactions between sympathetic neurons and the neuronal

somata of DRG neurons have been described since the era of

Ramón y Cajal in the 19th century (Garcı́a-Poblete et al., 2003).

Nerve injury has been shown to induce increased sympathetic

sprouting into the DRG (McLachlan et al., 1993; Ramer and

Bisby, 1998c). A high innervation density of sympathetic axons

(highlighted by yellow arrow heads) was found within ipsilateral

L4 DRG 30 days following SNT surgery (Figure 2A), in compari-

son to contralateral L4 DRG (Figure 2B). These sprouting sympa-

thetic axons form ‘‘baskets’’ around the DRG cell body of large

myelinated DRG neurons (McLachlan et al., 1993; Ramer and

Bisby, 1998a), an example of which can be seen in Figure 2C.

Quantification of sympathetic sprouting following SNT surgery

shows that Nav1.7Nav1.8 and Nav1.7Advill mice are indistinguish-

able from littermate controls (Figure 2D). In contrast, Nav1.7Wnt1

mice show the same low level sympathetic sprouting density in

the ipsilateral as the contralateral L4 DRG following SNT surgery.

No significant change in DRG size was observed in the three

Nav1.7 knockout mouse strains or littermate controls. Nav1.7

expression within sympathetic neurons is therefore required for

sympathetic sprouting following nerve injury. Inhibition of

Nav1.7-mediated sympathetic sprouting is associated with a

loss of cold (Figure 1Be) and mechanical allodynia in Nav1.7Wnt1

mice (Minett et al., 2012).

Global deletion of other voltage-gated sodium channels, such

as Nav1.3, Nav1.8, or Nav1.9 does not reduce the sympathetic

sprouting density following nerve damage (Figure 2E). Perform-

ing a chemical sympathectomy on Nav1.7Advill mice prior to SNT

surgery (Figure 2F) recapitulates the Nav1.7Wnt1 behavioral

phenotype (Minett et al., 2012). It has previously been reported

that approximately 10% of lumbar DRG neurons are tyrosine

hydroxylase (TH) positive, although they are thought to be

dopaminergic because they lack the enzymes required for

norepinephrine or epinephrine production (Brumovsky et al.,

2006). Microarray analysis of DRG from mice where the

Nav1.8-positive DRG population has been ablated (Nav1.8DTA)

shows a significant decrease in TH (10-fold) in comparison

to littermates, indicating an overlap between the Nav1.8 and

TH-positive neurons (Abrahamsen et al., 2008). However,

the disruption of the Nav1.8-positive DRG population in the

Nav1.7Nav1.8 mice does not alter the development of pain

following SNT. Together this suggests that TH-positive DRG

subpopulation is not critical for the development SNT-induced

cold and mechanical allodynia.

The combination of chemical sympathectomy and the loss of

Nav1.7 from all DRG neurons shows greater attenuation of

SNT-induced mechanical allodynia than chemical sympathec-

tomy alone (Figure 2F), suggesting the nociceptors contribute

to SNT-evoked mechanical allodynia. Cutaneous injection of

the sympathetic transmitter norepinephrine rekindles the sponta-

neous pain and dynamic mechanical hyperalgesia in posttrau-

matic neuralgia patients,whichhadbeen relievedby sympathetic

block (Torebjörk et al., 1995). Peripheral sensory neurons

have been shown to develop noradrenergic sensitivity following

nerve lesion through an upregulation of a2-adrenoceptors

in intact afferent fibers (Baron et al., 1999). Interestingly, intra-

plantar injection of norepinephrine induces mechanical allo-

dynia in Nav1.7Wnt1 mice 14 days after SNT surgery (Figure 2G).

This means that peripheral pain pathways can be activated

in the absence of Nav1.7 after nerve damage. Norepinephrine-

induced SNT mechanical allodynia can be detected within

10 min and is still apparent 5 days postinjection. Importantly,

intraplantar injection of norepinephrine does not induce

mechanical allodynia in naive mice (Figure S2). Norepinephrine-

mediated coupling between sympathetic and DRG neurons is

thus critical for the development of pain in the sympathetically

mediated SNT neuropathic pain model. Sympathetic sprouting

following SNT is mainly associated with large diameter sensory

neurons (Xie et al., 2011), as is the vast majority of norepineph-

rine-evoked spontaneous neuronal activity following SNT (Liu

et al., 1999).

Distinct Modality-Specific Roles for Nav1.3, Nav1.8, and
Nav1.9 in Neuropathic Pain
A comparison of the behavioral responses of Nav1.3, Nav1.8,

and Nav1.9 global knockout mouse strains in the CCI (Figure 3A)

and SNT (Figure 3B) neuropathic pain models reveals modality-

specific roles for these sodium channels. Deletion of Nav1.3

reduces cold allodynia (Figure 3Aa) as well as the magnitude

of mechanical allodynia (Figure 3Ab) following CCI surgery.

However, mice lacking Nav1.8 show an attenuated response

to acetone-induced cold allodynia (Figure 3Ac) but develop

mechanical allodynia normally (Figure 3Ad). The same is also

true for Nav1.9 knockout mice (Figures 3Ae and 3Af). Interest-

ingly, Figure 3B shows that all these behavioral phenotypes are

restricted to the CCI models of neuropathic pain. Both cold

and mechanical allodynia develop normally in mice lacking

Nav1.3 (Figures 3Ba and 3Bb), Nav1.8 (Figures 3Bc and 3Bd),

and Nav1.9 (Figures 3Be and 3Bf) following SNT surgery. Addi-

tionally, sympathetic sprouting into the DRG develops normally

in the Nav1.3, 1.8, and 1.9 global knockout mouse strains

(Figure 2E), demonstrating that only Nav1.7 is required for sym-

pathetic sprouting following SNT surgery.

Oxaliplatin-Induced Pain andCancer-InducedBonePain
Are Nav1.7 Independent
Both Nav1.7Advill (Figures S3A and S3B) and Nav1.7Wnt1 (Figures

4A and 4B)mice developmechanical and cold allodynia normally
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Figure 2. Spinal Nerve Transection Fails to Trigger Sympathetic Sprouting in Nav1.7Wnt1 Mice, which Can Be Sensitized by Norepinephrine

(A) Yellow arrows show examples of sympathetic sprouting (tyrosine hydroxylase, red) into the ipsilateral DRG following SNT surgery (scale bar = 100 mm).

(B) An example of a contralateral DRG showing no sympathetic sprouting (tyrosine hydroxylase, red) following SNT surgery (scale bar = 200 mm).

(C) An example of a sympathetic ‘‘basket’’ (tyrosine hydroxylase, red) formed around a large diameter (N52, green) DRG neuron (scale bar = 20 mm).

(D) Quantitation of sympathetic sprouting into the ipsilateral and contralateral L4 DRG following SNT. Littermates (white columns, n = 3), Nav1.7Nav1.8 (blue

columns, n = 3), Nav1.7Advill (red columns, n = 3), and Nav1.7Wnt1 (green columns, n = 3).

(E) Quantitation of sympathetic sprouting into the L4 DRG following SNT. Littermates (white columns, n = 3), Nav1.3KO (orange columns, n = 3), Nav1.8KO (light

blue columns, n = 3), and Nav1.9KO (turquoise columns, n = 3).

(legend continued on next page)
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following oxaliplatin treatment when compared to littermate con-

trols. This shows that the expression of Nav1.7, within either

DRG or sympathetic neurons is not required for this pain syn-

drome. Similarly, global deletion of Nav1.3, Nav1.8, or Nav1.9

does not attenuate either mechanical or cold allodynia in this

model (Figures S3C–S3H) despite the suggestion that enhanced

Nav1.8 expression could contribute to oxaliplatin-induced cold

pain (Descoeur et al., 2011). Finally, bothmechanical and cold al-

lodynia develop normally in Nav1.8DTAmice (Figures 4C and 4D).

The oxaliplatin model thus has a distinct underlying mechanism

from both sympathetically dependent and independent surgi-

cally induced neuropathic pain models, as well as inflammatory

pain (Minett et al., 2012; Nassar et al., 2004) and does not require

the presence of Nav1.8-positive nociceptors.

In a mouse model of metastatic cancer pain induced by intra-

femoral injection of syngeneic LL/2 lung carcinoma cells, we

found that, as with oxaliplatin-evoked pain, deleting Nav1.7

expression in the peripheral nervous system did not result in

the loss of pain behavior. No behavioral deficits were observed

in either limb use or weight-bearing ratio (Figures 4E and 4F),

although deleting Nav1.7 from the peripheral nervous system

produces striking behavioral deficits in all acute, inflammatory,

and surgically induced neuropathic pain models tested (Minett

et al., 2012; Nassar et al., 2004). Ablation of Nav1.8-positive

neurons in the Nav1.8DTA mouse strain leads to the loss of

many pain modalities (Abrahamsen et al., 2008) but surprisingly

does not diminish the development of cancer-induced bone

pain (Figures 4G and 4H). No significant differences in the level

of bone degradation were observed (Figure 4I). Example X-rays

from a Nav1.7Wnt1 mouse (Figure 4J) and a littermate mouse

(Figure 4K) both show pronounced bone degradation (high-

lighted by the red arrows) in comparison to sham-operated

mice (Figure 4L). Furthermore, no overt fractures were

observed in either Nav1.7Wnt1 or littermate mice demonstrating

(F) Behavioral von Frey responses following SNT surgery on 6-OHDA sympathectomized Nav1.7Advill (red squares, n = 8) and littermate (purple squares, n = 7)

mice, in comparison to unsympathectomized littermate controls (white squares, n = 7).

(G) Intraplantar norepinephrine (200 ng) injection sensitizes Nav1.7Wnt1 mice (black line/green square, n = 7) 14 days after SNT surgery, in comparison to vehicle

alone in Nav1.7Wnt1mice 14 days after SNT surgery (green line and squares, n = 6). Data analyzed by two-way analysis of variance followed by the Bonferroni post

hoc test. Results are presented as mean ± SEM. **p < 0.01 and ***p < 0.001 (individual points).

See also Figure S2.

A B

Figure 3. Behavioral Responses of Nav1.3, Nav1.8, and Nav1.9 Knockout Mice Reveal Critical Roles in Modality-Specific Responses to

CCI-Induced Pain but Not Sympathetically Mediated SNT Pain

Behavioral von Frey and acetone responses of Nav1.3, Nav1.8, or Nav1.9 knockouts following CCI (A) and L5 SNT surgery (B). Nav1.3KO mice (orange squares,

n = 6) show reduced CCI-induced cold allodynia (Aa) andmechanical allodynia (Ab) in comparison to littermate mice (white squares, n = 10). Nav1.8KOmice (light

blue squares, n = 8) show diminished CCI-induced cold allodynia (Ac) but do develop mechanical allodynia (Ad) in comparison to littermate mice (white squares,

n = 10). Nav1.9KO mice (turquoise squares, n = 8) show diminished CCI-induced cold allodynia (Ae) but do develop mechanical allodynia (Af) in comparison to

littermate mice (white lines, n = 8). Nav1.3KOmice (orange squares, n = 10) develop both L5 SNT-induced cold (Ba) and mechanical allodynia (Bb) in comparison

to littermatemice (white squares, n = 8). Nav1.8KOmice (light blue squares, n = 8) develop L5 SNT-induced cold (Bc) andmechanical allodynia (Bd) in comparison

to littermate mice (white squares, n = 8). Nav1.9KO mice (turquoise squares, n = 10) develop L5 SNT-induced cold (Be) and mechanical allodynia (Bf) in com-

parison to littermatemice (white squares, n = 7). Data analyzed by two-way analysis of variance followed by the Bonferroni post hoc test. Results are presented as

mean ± SEM. **p < 0.01 and ***p < 0.001 (individual points).
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that the observed behavior is related to cancer-induced bone

pain and not impaired mobility of the affected leg due to

bone fractures.

Deleting Nav1.7 in Adult Mice Reverses Neuropathic
Pain
Humans with recessive loss-of-function Nav1.7 mutations are

pain free (Cox et al., 2006, Goldberg et al., 2007), but specific

high-affinity antagonists of Nav1.7 have so far not produced dra-

matic analgesic effects (Schmalhofer et al., 2008). It is possible

that developmental deficits related to the loss of Nav1.7 in utero

could explain some aspects of Nav1.7-dependent pain. To

address this, an inducible DRG-specific Nav1.7 knockout mouse

strain (Nav1.7ADERT2) was generated using Advillin-CreERT2

(Lau et al., 2011). Lau et al. (2011) show that Advillin-CreERT2

has the same expression pattern as Advillin-Cre, following

tamoxifen induction. Figure 5 shows that uninduced

Nav1.7ADERT2 mice develop mechanical allodynia following CCI

surgery in the same manner as littermate controls. However,

mechanical allodynia is reversed in Nav1.7ADERT2 but not in

Advillin-CreERT2-negative, homozygous floxed (Scn9a) Nav1.7

littermate mice following tamoxifen treatment. These data pro-

vide further validation of Nav1.7 as a target for analgesic drug

development in adult humans.

DISCUSSION

Present views of the organization of the peripheral nervous sys-

tem have been formed by electrophysiological studies. Gasser

showed that fast conducting myelinated A-fibers were involved

in pain responses, together with slower conducting C-fibers

(Gasser, 1941). There has been a subsequent focus on C-fiber-

associated pain largely because the cells are easier to culture

and characterize electrophysiologically. The role of specialized

sensory neurons that only respond to damaging stimuli in pain

pathways was experimentally demonstrated by Burgess and

Perl (1967) and Bessou and Perl (1969) and the view that the in-

tensity of a stimulus could change innocuous sensing neurons

into damage-sensing neurons (intensity theory) was generally

abandoned. Electrophysiological studies suggested that there

were a range of different nociceptor subtypes, polymodal noci-

ceptors, cold, mechano-heat (CMH) fibers, and so on, based

on the electrical properties of teased fibers (often containing

more than one axon) that depolarize in response to various, often

superthreshold insults in anesthetized animals. These studies,

combined with the now discredited gate-control theory of pain

underpinned the view that pain was predominantly a C-fiber-

mediated event.

Recent behavioral genetic studies in unanesthetized awake

animals are incompatible with this analysis. For example, it is

clear that the neurons that respond to noxious thermal (heat) in-

sults are distinct from those involved in noxious mechanosensa-

tion when behavioral assays are employed (Abrahamsen et al.,

2008; Minett et al., 2012; Mishra et al., 2011). Cell ablation or

silencing strategies, where cell markers such as glutamate trans-

porters or sodium channels are used to define and delete/disrupt

subsets of sensory neurons, have shown that there is clear

specialization in terms of noxious input into the dorsal horn

(Abrahamsen et al., 2008; Lagerström et al., 2010, 2011; Minett

et al., 2012; Mishra et al., 2011). It is also clear that some A-fibers

are nociceptors and some C-fibers are low threshold mecha-

noreceptors or involved with definition of pleasurable stimuli

(Vrontou et al., 2013).

Previously, we reported that neuropathic pain develops nor-

mally in mice lacking Nav1.7 and Nav1.8 in the Nav1.8-positive

subset of sensory neurons (Nassar et al., 2005). However, the

present study provides evidence that some neuropathic pain

states depend upon sensory neuron input involving Nav1.7,

whereas other neuropathic pain states depend upon the activity

of Nav1.7 in both sensory and sympathetic neurons. Thus,

Nav1.7 is required for the development of pain in surgical models

of neuropathic pain. The sprouting of sympathetic neurons

into DRG of damaged nerves depends, surprisingly, upon the

Figure 4. Oxaliplatin-Induced Pain and Cancer-Induced Bone Pain Do Not Require Nav1.7 Expression or Nav1.8+ Nociceptors

Nav1.7Wnt1 (green squares, n = 7) and littermate (white squares, n = 13) mice treated twice weekly (red arrows) with 3.5 mg/kg oxaliplatin (i.v.) develop both

mechanical (A) and cold (B) allodynia. Nav1.8DTA (black squares, n = 10) and littermate mice (white squares, n = 11) treated twice weekly with 3.5mg/kg oxaliplatin

(i.v.) develop bothmechanical (C) and cold (D) allodynia. Limb use scores for the affected hind limb (E) and percentage of body weight placed on the affected hind

limb (F) of Nav1.7Wnt1 (green squares, n = 8) and littermate (white squares, n = 8) mice following cancer induction in the femur. Limb use scores for the affected

hind limb (G) and percentage of body weight placed on the affected hind limb (H) of Nav1.8DTA (black squares, n = 9) and, littermate (white squares, n = 8) mice

following cancer induction in the femur. Both Nav1.7Wnt1 (green column, n = 8) and littermate (white column, n = 8) mice show similar decreases in bone density

compared to sham operated mice (black column, n = 5) (I). Example of decreased bone density in a Nav1.7Wnt1 (J) and littermate (K) mouse, compared to a sham-

operatedmouse (L). Scale bars represent 2mm.Data analyzed by two-way analysis of variance followed by the Bonferroni post hoc test. Results are presented as

mean ± SEM. **p < 0.01 and ***p < 0.001 (individual points). See also Figure S3.

Figure 5. Reversal of CCI-Mediated Mechanical Allodynia after

Tamoxifen-Induced Deletion of Nav1.7

Nav1.7ADERT2 (red squares, n = 8) mice develop mechanical allodynia normally

in comparison to littermate controls (white squares, n = 9) following CCI sur-

gery. However, activation of Advillin-CreERT2 through five daily intraperitoneal

tamoxifen injections (2 mg per day) reverses this mechanical allodynia in

Nav1.7ADERT2mice but not Advillin-CreERT2 negative littermate controls. Data

analyzed by two-way analysis of variance followed by the Bonferroni post

hoc test. Results are presented as mean ± SEM. **p < 0.01 and ***p < 0.001

(individual points).
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presence of Nav1.7 in these cells. The mechanism underlying

this phenomenon is unknown, but since the studies of Dogiel

and Ramón y Cajal in the 19th century, the existence of sympa-

thetic bundles surrounding sensory neurons in normal animals

has been described, with increased sprouting seen following

neuronal damage (McLachlan et al., 1993; Ramer and Bisby,

1998b). Sympathetic nerve block has been used effectively in

many pain states, and the application of beta blockers has

also proved effective in some situations (López-Álvarez et al.,

2012). Thus, norepinephrine acting on large diameter sensory

neurons seems to be able to lower pain thresholds and cause

ongoing pain (Roberts and Foglesong, 1988). Xie et al. showed

that repeated stimulation of sympathetic postganglionic neurons

within the dorsal ramus enhanced spontaneous activity in large

and medium diameter neurons and reduced thresholds of acti-

vation in large neurons following SNT surgery (Xie et al., 2010).

Interestingly, spontaneously active DRG neurons encapsulated

by sympathetic baskets always had conduction velocities above

9 m/s and were clearly distinct from the much slower unmyelin-

ated ‘‘classical’’ nociceptors (Xie et al., 2011). This spontaneous

activity could be reduced or eliminated by applying norepineph-

rine antagonists, or by precutting the gray ramus through which

sympathetic fibers innervate the DRG (Xie et al., 2010). We report

here that exogenous norepinephrine can cause pain in the

absence of Nav1.7, when sensory neurons are damaged (see

Figure 2G). A role for EPAC-1-mediated sensitization of Piezo2

mechanotransducing molecules has recently been shown to

be important for both touch and allodynia following SNT surgery

and is an example of the type of mechanism that may involve

peripheral sensitization through nonnociceptive sensory neu-

rons (Eijkelkamp et al., 2013).

Increasing evidence suggests that cancer-induced bone

pain is mechanistically different from other chronic pain states,

such as neuropathic and inflammatory pain. It has been shown

that the neurochemical changes observed in the spinal cord in

models of cancer-induced bone pain are different from those

observed in inflammatory and neuropathic pain states (Honore

et al., 2000). Whereas inflammatory models display increased

levels of substance P and calcitonin gene-related peptide in

the spinal cord, models of cancer-induced bone pain display

no changes in the levels of these neuropeptides (Honore et al.,

2000). However, increases in c-Fos expression and dynorphin-

expressing neurons have been reported in inflammatory, neuro-

pathic, and cancer-induced bone pain models (Abbadie and

Besson, 1992; Schwei et al., 1999;Wagner et al., 1993), suggest-

ing that central pain mechanisms may partially overlap. The

behavioral outcomes used to quantify cancer-induced bone

pain are substantially different from neuropathic and inflamma-

tory pain models consistent with the existence of distinct under-

lying mechanisms. Neuropathic and inflammatory pain states

have traditionally been measured using threshold responses

to evoked stimuli such as von Frey hairs, whereas alternative

outcome measures, such as limb use scoring and weight-

bearing ratios, have been developed for cancer-induced bone

pain models, as measures of evoked pain have been inconsis-

tent and unpredictable (Figures S4A and S4B).

In this study, we demonstrate that cancer-induced bone

pain and oxaliplatin-induced pain do not require the peripheral

neuronal subpopulations that are essential for acute, inflamma-

tory, and neuropathic pain. Nav1.7 expression within the periph-

eral nervous system is necessary for acute, inflammatory, and

neuropathic pain behavior in mice (Minett et al., 2012; Nassar

et al., 2004), as well as in human CIP (Cox et al., 2006, Goldberg

et al., 2007) but not for either cancer-induced bone pain or oxa-

liplatin-induced pain. A role for inflammatory mediators such as

tumor necrosis factor-a, nerve growth factor, bradykinins, pros-

taglandins, and ATP has been identified in the development of

cancer-induced bone pain (Falk et al., 2012). Thus, tissue dam-

age and subsequent activation of the immune system associ-

ated with the progression of cancer-induced bone pain could

sensitize nociceptors to cause ongoing pain. However, the uni-

lateral sensitization of the affected limb demonstrates the impor-

tance of peripheral input in ongoing pain. A role for the atypical

sodium channel Nax implicated in sodium sensing has recently

been described, where lentiviral siRNA knockdown of this chan-

nel reverses pain-related behavior associated with tumor growth

(Ke et al., 2012). Nax is expressed in the medium to large diam-

eter sensory neurons that are also implicated in oxaliplatin-

evoked pain (Ke et al., 2012). Deleting Nav1.7, or ablating the

Nav1.8-positive nociceptor population, does not diminish the

pain-related behavior associated with either oxaliplatin or can-

cer-induced bone pain. However, the sodium channel blocker

mexiletine is protective against oxaliplatin-induced pain (Ega-

shira et al., 2010). This is consistent with the recent demonstra-

tion of an essential role for Nav1.6, in conjunction with delayed

rectifier potassium channels in oxaliplatin-evoked pain (Sittl

et al., 2012, Deuis et al., 2013). Nav1.6 expression is associated

with myelinated A-fibers rather than classical C-fiber-associated

nociceptors. Taken together, these observations are consistent

with pain resulting from input from neurons that normally sub-

serve innocuous sensation (Table 1).

Further evidence for the complexity of peripheral nociceptive

mechanisms comes from sodium channel gene ablation studies.

Global deletion of Nav1.3, Nav1.8, or Nav1.9 has quite different

effects on cold and mechanical allodynia produced by different

neuropathic pain models. These findings provide support for

the existence of multiple mechanisms involving different sub-

populations of sensory neurons that can produce apparently

identical pain phenotypes. Microarray technology has been

used to identify dysregulated transcripts common to different

pain states (Maratou et al., 2009). The logic of this approach is

that a single critical mechanism may underpin the pain caused

by a variety of stimuli and provide a potentially useful target of

new analgesic drug development. However, the evidence

accumulated here suggests that different peripheral cell types

and mechanisms lead to phenotypically similar pain states (see

Table 2). Müller (1842) first suggested that the quality of a sensa-

tion is defined by the central terminations of sensory nerves.

Recent advances in the use of genetically encoded calcium indi-

cators should allow us to examine whether redundant mecha-

nisms converge on similar pathways within the spinal cord and

midbrain (Zariwala et al., 2012).

These findings have significant implications for clinical prac-

tice. Recent attempts to phenotype neuropathic pain patients

as a prelude to rational drug treatment are a necessary first

step (Backonja et al., 2013), but the present results suggest
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that this useful analysis will require further subdivision intomech-

anistically distinct pain sets. Given the absence of biomarkers,

and the uncertainty about mechanisms involved, the argument

for polypharmacy becomes appealing. Triple therapy has proved

revolutionary in HIV antiviral therapy (Bernardini and Maggiolo,

2013). There is no reason why multiple therapies should not be

routinely used in pain treatment. The often-remarked-upon fail-

ure of new analgesic drugs may be linked to a failure to distin-

guish mechanistically distinct pain syndromes, and an inability

to tease out useful effects of drugs on subsets of pain patients

in the overall noise of nonresponders.

In summary, we have provided evidence that some pain states

do not involve classical nociceptor activation, consistent with the

proposal of the intensity theory that suggests neurons respond-

ing to innocuous stimuli may activate central pain pathways in

some circumstances. The overwhelming evidence for redun-

dancy inpainmechanismscoupledwith a simplistic classification

of nociceptive mechanisms on the basis of early electrophysio-

logical studies helps to explain recent problems in developing

analgesic drugs. Further mechanistic studies and a combined

therapeutic attack on critical painmediators such as norepineph-

rine andproinflammatory cytokines aswell as the electrical appa-

ratus that underpins peripheral signaling to the CNS is a logical

route to pain treatment in the future.

EXPERIMENTAL PROCEDURES

Genotyping

Genomic DNAwas isolated from ear notches as described previously (Akopian

et al., 1999; Nassar et al., 2006; Abrahamsen et al., 2008; Minett et al., 2012;

Ostman et al., 2008).

Behavioral Testing

Animal experiments were approved by the UK Home Office and UCL ethics

committee. Touch perception thresholds were measured using the up-down

method for obtaining the 50% threshold using von Frey hairs (Chaplan et al.,

1994). Behavioral response to cooling (approximately 10#C –15#C) by acetone
test was performed (Bautista et al., 2006).

Spinal Nerve Transection at the Fifth Lumbar Segment

A modified version of the Kim and Chung model (Kim and Chung, 1992) of

peripheral neuropathy was adapted for use on mice (Minett et al., 2012).

Acetone and von Frey thresholds were recorded at baseline and up to

28 days after surgery.

Chronic Constriction Injury of the Sciatic Nerve

The Bennett and Xie model of peripheral neuropathy (Bennett and Xie, 1988)

was adapted for use onmice. Acetone and von Frey thresholds were recorded

at baseline and up to 28 days after surgery.

Oxaliplatin-Induced Pain

Oxaliplatin (Sigma) was administered intravenously by tail vein injection

(3.5 mg/kg). Mice received a total of four injections separated by 3 then

4 days (Renn et al., 2011).

Cancer-Induced Bone Pain

A model of metastatic bone pain was introduced by intrafemoral injection

of LL/2 lung carcinoma cells (Clohisy et al., 1996). Spontaneous and move-

ment-evoked pain response measures were used to evaluate pain behavior

up to 16 days after induction (Falk et al., 2013).

Induction of Advillin-CreERT2

Advillin-CreERT2 expression was induced via a series of five consecutive daily

2mg intraperitoneal (i.p.) injectionsof tamoxifen (Sigma-Aldrich) (Lauetal., 2011).

Chemical Sympathectomy

6-OHDA (Sigma) was dissolved in sterile saline containing 0.01% (w/v)

ascorbic acid (vehicle) and was injected intraperitoneally at a concentration

of 200 mg/kg (Leo et al., 1998). Control mice received an equivalent volume

of vehicle alone.

Immunocytochemistry

DRGs were excised from animals perfused with 4% paraformaldehyde. Serial

10 mm sections were collected. Slides were washed and blocked in 10% goat

serum in PBS +0.3% Triton for 1 hr at room temperature and incubated in the

primary antibody overnight at 4#C. Primary antibodies were detected by incu-

bating with the secondary antibody at room temperature for 2 hr.

Quantification of Sympathetic Sprouting

Tissue samples were visualized and captured in monochrome and pseudo-

colored using HCImage 2.0.1.16. ImageJ64 analysis software (NIH) was

used to quantify sympathetic axons. To generate innervation density data,

the total area of DRG cell layer, excluding axonal tracts, was measured.

Following this, the length of TH-positive axons within the marked area was

measured. A reference image with known grid size was used to calculate units.

Quantification of Bone Degradation

Following dissection and fixation, radiographic images of the distal femur head

were obtained using a digital camera inside an enclosed cabinet during expo-

sure to an X-ray source (Faxitron MX-20). Each X-ray image was calibrated

to a standard aluminum wedge and the grayscale intensity quantified using

ImageJ. The calibrated grayscale value was used to quantify the relative

bone density of the distal femur for statistical analysis.

Statistics

Data were analyzed using the GraphPad Prism 5. Student’s t test (two-tailed)

was used for comparison of difference between two distributions. Multiple

groups were compared using one-way or two-way analysis of variance with

the Bonferroni post hoc test.

Table 1. Peripheral Sodium Channels and Pain Pathways

Pain Modality

Essential

Sodium

Channel

Peripheral Neuronal

Subpopulation

Classical nociceptive pain pathways

Acute (spinal) heat pain Nav1.7 Nav1.8-negative

sensory neurons

Acute mechanical pain Nav1.7 Nav1.8-positive

sensory neurons

Acute cold pain Nav1.8 Nav1.8-positive

sensory neurons

Inflammatory hyperalgesia Nav1.7 Nav1.8-positive

sensory neurons

Nonnociceptive pain pathways

Neuropathic mechanical allodynia Nav1.7 Nav1.8-negative

sensory neurons

Neuropathic cold allodynia Nav1.7 Nav1.8-positive

sensory neurons

Sympathetically maintained pain Nav1.7 Nav1.7-positive

sympathetic neurons

Atypical peripheral pain pathways

Oxaliplatin-evoked allodynia Nav1.6 A-fiber-associated

neurons

Cancer-induced bone pain Nax A-fiber-associated

neurons
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SUMMARY

Ribosome profiling suggests that ribosomes occupy
many regions of the transcriptome thought to be
noncoding, including 50 UTRs and long noncoding
RNAs (lncRNAs). Apparent ribosome footprints
outside of protein-coding regions raise the possibility
of artifacts unrelated to translation, particularly when
they occupy multiple, overlapping open reading
frames (ORFs). Here, we show hallmarks of transla-
tion in these footprints: copurification with the large
ribosomal subunit, response to drugs targeting
elongation, trinucleotide periodicity, and initiation at
early AUGs. We develop a metric for distinguishing
between 80S footprints and nonribosomal sources
using footprint size distributions, which validates
the vast majority of footprints outside of coding re-
gions. We present evidence for polypeptide produc-
tion beyond annotated genes, including the induction
of immune responses following human cytomega-
lovirus (HCMV) infection. Translation is pervasive
on cytosolic transcripts outside of conserved reading
frames, and direct detection of this expanded
universe of translated products enables efforts at
understanding how cells manage and exploit its
consequences.

INTRODUCTION

Identifying thegenomic regions thatare transcribedand translated

is a fundamental step in annotating a genome and understanding

its expression. A variety of microarray- and sequencing-based

approaches can reveal the mRNA content of the cell (Bertone

et al., 2004; Carninci et al., 2005; Wang et al., 2009), but it has

proven more challenging to experimentally define translated

sequences within the genome or the transcriptome. Historically,

protein-coding sequences were discovered by search for long

(>100 codon) open reading frames, which are unlikely to occur in

the absence of selection against stop codons. Widespread use

of this approachhasalsobeenbasedon theassumption that short

peptidesareunlikely to fold intostablestructuresand thusperform

robust biological functions. Recently,more-sophisticated conser-

vation-basedmetrics, such as PhyloCSF, were developed for the

computational identification of sequences that appear to encode

proteins over a broad size range (Lin et al., 2008, 2011). However,

these approaches focus on identifying regions of the genome

experiencing selective pressure to maintain a reading frame

encoding a functional protein. The questions of which parts of

the genome are translated and whether or not the protein product

has an adaptive function in the cell are related but distinct; the

former can be answered by experimentally finding the locations

of ribosomes on mRNAs.

Global profiling of transcription and mRNA abundance has

revealed a class of transcripts with no clear protein-coding

potential (Bertone et al., 2004; Carninci et al., 2005; Guttman

et al., 2009). Many of these RNAs were long RNA polymerase II

products, transcribed from genomic regions far from known

protein-coding genes and thus were named long noncoding

RNAs (lncRNAs).

The discovery of these surprising RNAs in the transcriptome

as well as the existence of short upstream open reading frames

(uORFs) in 50 leader regions (often referred to as 50 UTRs; Calvo
et al., 2009; Wethmar et al., 2014) highlight the need for compa-

rable direct, experimental maps of translation. Whereas, based

on both lack of conservation and the distribution of ribo-

some-protected fragments, there is strong evidence that most

lncRNAs do not encode proteins with conserved adaptive

cellular roles (Cabili et al., 2011; Chew et al., 2013; Guttman

et al., 2013), these computational approaches could miss func-

tional coding sequences, particularly those that are short and/

or species specific (Reinhardt et al., 2013). Furthermore, transla-

tion and protein synthesis have impacts beyond the production

of stable proteins with discrete molecular functions—polypep-

tide products from all cellular translation must be degraded

and noncanonical translation products yield unanticipated
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Figure 1. Fragment Length Analysis Distinguishes True Ribosome Footprints on Coding and Noncoding Sequences

(A–E) Distribution of fragment lengths mapping to nuclear coding sequences (CDSs) compared to (A) the telomerase RNA Terc, (B) mitochondrial coding se-

quences, (C) snoRNA host gene Snhg5, (D) ENCODE lncRNAs, and (E) 50 UTRs of protein-coding genes in ribosome-profiling data from emetine-treated mESCs.

(F) Metric comparing the similarity of two length distributions.

(legend continued on next page)
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antigens that may play roles in viral detection or in autoimmunity

(Starck et al., 2012). Finally, the process of translation can affect

the stability of the template message by triggering cotransla-

tional decay pathways including nonsense-mediated decay

(NMD) (Rebbapragada and Lykke-Andersen, 2009). Knowing

what transcripts are translated has important implications for

the fate of the RNA, the ribosome, and the cell. The ribosome-

profiling technique provides a unique opportunity to experimen-

tally address this question.

Ribosome profiling is an approach for mapping the exact po-

sition of translating ribosomes across the transcriptome by deep

sequencing of the mRNA footprints that are occupied by the ri-

bosomes and thereby physically protected from nuclease diges-

tion (Ingolia et al., 2009; Steitz, 1969; Wolin and Walter, 1988).

Analysis of these ribosome-protected mRNA fragments yields

a quantitative and detailed map of ribosome occupancy that

reveals translation in the cell with single-nucleotide resolution.

Most ribosome footprints fall within known coding sequences,

where they showed three-nucleotide periodicity reflecting the

triplet nature of the genetic code. However, ribosome-profiling

data suggested that some predicted noncoding regions of the

transcriptome were translated (Ingolia et al., 2011). In some

cases, these footprints were organized on single reading frames

that closely resembled known coding sequences except for their

shorter length (Brar et al., 2012; Stern-Ginossar et al., 2012). In

other cases, footprints were not restricted to a single predomi-

nant reading frame based on metrics such as the ribosome

release score (RRS) or the disengagement score (DS) (Chew

et al., 2013; Guttman et al., 2013). This second group of pre-

dicted translated sequences, present on some lncRNAs as

well as the 50 leaders of many mRNAs, can be distinguished

both from conserved protein-coding genes, where one single

reading frame does predominate, and from the 30 UTRs of

most mRNAs, which are devoid of ribosome footprints (Chew

et al., 2013). The high ribosome occupancy on some of these

regions, comparable to that on protein-coding genes, suggests

a similar stoichiometry of polypeptide production.

The broad implications of pervasive translation and the

discrepancy between ribosome profiling and conservation anal-

ysis pose an immediate question: do the footprint sequences

detected in these profiling experiments indicate the presence

of assembled (80S) ribosomes? Here, we address this question

and present several ways to distinguish true 80S footprints in

ribosome-profiling data. We first classify protected RNA frag-

ments based on their size distribution, a purely computational

analysis that can be applied to existing data and to new profiling

data collected without experimental modification. Our analysis

discriminates cleanly between true footprints and known sour-

ces of contamination. We validate the results from our fragment

length classifier with two new lines of experimental evidence:

drugs that target the elongating 80S ribosome specifically and

affinity purification of the large ribosomal subunit, both of which

support the translation of lncRNAs and 50 UTRs. We also show

that footprints on these noncoding sequences demonstrate

hallmarks of eukaryotic translation. Finally, we verify the accu-

mulation of protein products from noncanonical translation and

demonstrate the potential functional impact of novel human

cytomegalovirus (HCMV) proteins as a source of viral antigens.

Our results show that the universe of translated regions extends

beyond long conserved regions encoding large, well-conserved

proteins.

RESULTS

The Characteristic Length of Ribosome Footprints
Distinguishes Them from Background RNA Fragments
The ribosome physically encloses its mRNA template and pro-

tects a characteristic length of this RNA from nuclease digestion

(Steitz, 1969; Wolin and Walter, 1988). In ribosome-profiling

data, the overall size distribution of fragments derived from pro-

tein-coding sequences, which should predominantly reflect true

ribosome footprints, differs from the lengths of the abundant

rRNA contamination found in profiling samples (Ingolia et al.,

2009, 2011). We reasoned that fragment size could likewise

distinguish true ribosome footprints from other, nonribosomal

contaminants, such as RNA regions that are protected by protein

complexes or stable RNA secondary structure. The exact length

distribution of protected fragments can vary slightly between

samples, likely due to differences in digestion conditions (Ingolia

et al., 2012). Furthermore, distinct ribosome conformations can

lead to significantly different mRNA footprints lengths (Lareau

et al., 2014), and the predominant conformation may vary be-

tween samples. In order to avoid these confounding effects,

we compared the size distributions of fragments derived from

noncoding sequences to those on protein-coding genes within

a single sample, treated with translation elongation inhibitors

that should capture most ribosomes in a specific state (Lareau

et al., 2014; Wolin and Walter, 1988).

We gathered new ribosome-profiling data frommouse embry-

onic stem cells (mESCs) treated with the translation elongation

inhibitor emetine in order to obtain footprints with stronger

reading frame bias (Ingolia et al., 2011, 2012). Fragment size

distributions in this sample clearly distinguished true ribosome

footprints, which predominate on coding sequences, from back-

ground RNA contained in nonribosomal ribonucleoprotein (RNP)

complexes such as telomerase (Figure 1A). They also separated

(G) Fragment length analysis plot of total reads per transcript and FLOSS relative to the nuclear coding sequence average. An FLOSS cutoff is based on an

extreme outlier threshold for annotated coding sequences. lncRNAs resemble annotated, nuclear protein-coding genes, whereas functional RNAs and mito-

chondrial coding sequences are distinct.

(H) As (G), comparing 50 UTRs and coding sequences of nuclear-encoded mRNAs.

(I) Read count profile onMalat1with an inset showing ribosomes on a non-AUG uORF and the first reading frame at the 50 end of the transcript. An inset shows the

fragment length distribution for the first reading frame, which matches the overall coding sequence average, and the whole transcript, which does not.

(J) Fragment length analysis showing the shift from the entireMalat1 transcript, which contains substantial background, to the firstMalat1 reading frame, which

contains true ribosome footprints.

(K) Read count profile across the primary Gas5 transcript with the snoRNAs and the fully spliced transcript shown.

(L) As (J) for the primary GAS5 transcript, containing snoRNA precursors, and the fully spliced product.
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footprints of the 80S ribosome from fragments of mitochondrial

coding sequences that likely reflect footprints of thedistinctmito-

chondrial ribosome (Figure 1B) and noncoding short RNAs that

associate with the cytosolic ribosome or its precursors, such as

small nucleolar RNAs (snoRNAs) (Figure 1C). By contrast, RNA

fragments derived from lncRNAs and from 50 UTRs showed a

size distribution much like that seen on coding sequences (Fig-

ures 1D and 1E). This similarity provides evidence that the pro-

tected fragments on these two classes of noncoding sequences

consist principally of 80S ribosome footprints and, thus, that

translation occurs outside of annotated protein-coding regions.

Classifying the Translation Status of Individual
Transcripts and Subregions
We next adapted our fragment length distribution analysis to

distinguish between individual transcripts that show substantial

background fragments from those having true 80S footprints.

When hundreds or thousands of ribosome-footprint-sequencing

reads are available for a single transcript, their length distribution

should converge to match the characteristic ribosome footprint

size. We define a fragment length organization similarity score

(FLOSS) that measures the magnitude of disagreement between

these two distributions, with lower scores reflecting higher sim-

ilarity (Figure 1F). Thousands of well-expressed protein-coding

transcripts almost uniformly scored well, and the similarity

improved with increasing read counts, as expected (Figure 1G).

As with many sequencing-based analyses, this metric is less

informative on transcripts with few reads—an inevitable conse-

quence of sampling error in estimating the fragment length distri-

bution—but we are most interested in the transcripts with many

reads and, thus, clear FLOSS results.

In order to contrast nonribosomal background with true

ribosome footprints, we needed canonical set of nontranslated

RNAs to compare with annotated protein-coding sequences.

We selected transcripts with well-established molecular func-

tions as RNAs and features likely to suppress their translation,

such as an absence of 50 methylguanosine caps or assembly

into stable ribonucleoprotein structures inaccessible to the

translational machinery. Many of these transcripts, defined in

previous studies as ‘‘classical’’ noncoding RNAs (Guttman

et al., 2013), in fact yielded very few protected fragments. We

did find several (including telomerase RNA, vault RNA, and

RNase P) that we could test, however, and found that each could

be distinguished clearly from annotated coding sequences. Like-

wise, every individual mitochondrially encoded message stood

out clearly from nuclear genes. We concluded that this metric

discriminates reliably between true 80S ribosome footprints

and background RNA fragments on specific transcripts as well

as on broad classes of RNAs.

FLOSS analysis revealed that ribosome-profiling-derived

reads from lncRNAs and 50 UTRs overwhelmingly reflect true

ribosome footprints. Protected fragments on nearly every indi-

vidual lncRNA showed a FLOSS value very similar to that seen

on coding sequences, in contrast to background from classical

noncoding RNAs (Figure 1G). Individual 50 UTRs also grouped

very well with coding sequences (Figure 1H).

We formalized this classificationbydefininga thresholdFLOSS

value, excluding transcripts that differed greatly from annotated

protein-coding genes. We set this threshold based on the read

counts and FLOSS values for known protein-coding genes using

Tukey’s method, a widely accepted nonparametric criterion for

extreme outliers (Tukey, 1977). This cutoff eliminated all classical

noncoding RNAs with substantial (>100 reads) expression while

retaining almost all annotated mRNAs (99.6%). The perfect

specificity and extraordinary sensitivity likely overestimate the

true performance of this metric, especially on transcripts that

contribute a mixture of true translation and background. None-

theless, the vast majority of 50 UTRs (96%) and lncRNAs (90%)

were classified with protein-coding genes (Figures S1A and

S1B). Not all 50 UTRs or lncRNAs produced protected RNA

fragments in profiling experiments, but when fragments did

appear, they generally resembled the ribosome footprints of cod-

ing sequences, suggesting true translation in these regions.

We previously reported apparent ribosome occupancy on

the abundant and prototypical lncRNAMalat1, which is predom-

inantly nuclear and thus is largely separated from the transla-

tional apparatus (Wilusz et al., 2008). This surprising result led

us to investigate protected Malat1 RNA fragments more closely

(see Figure 1I). We saw a pattern that was highly suggestive of

ribosome occupancy near the 50 end of the transcript, covering

the first AUG-initiated reading frame with substantially lower

ribosome density after the corresponding in-frame stop codon.

We also saw several other sites in Malat1 that produced abun-

dant protected RNA fragments. Whereas the overall distribution

of Malat1 fragment lengths did not resemble the profile of true

ribosome footprints, the first short reading frame did appear to

contain 80S ribosomes (Figures 1I and 1J). Similarly, whereas

the full Malat1 transcript stood out from protein-coding genes

by fragment length analysis, the upstream reading frame resem-

bled those of ordinary protein-coding genes. Thus, Malat1 RNA

fragments appear both to contribute nonribosomal background,

like telomerase or RNase P, and also to represent footprints from

ribosomes translating its first ORF. As Malat1 is predominantly

nuclear, whereas the translation occurs in the cytosol, it would

be interesting to find the ribosome density and the relative back-

ground contribution in the cytoplasmic fraction. MALAT1 is also

unusual in that the mature form is not polyadenylated, but the

triple-helix structure that protects its nonadenylated 30 end

also supports efficient translation (Wilusz et al., 2012); the role

of these ribosomes, if any, in the function of Malat1 remains to

be determined.

The noncoding RNA Gas5 also yielded a complex mixture of

translation and background RNA that could be separated by

fragment length analysis.Gas5 is a snoRNA host gene whose in-

trons contain several snoRNAs; there are no long or conserved

reading frames in the mature message. Nonetheless, the spliced

RNA associates with ribosomes in order to trigger its degrada-

tion by NMD (Smith and Steitz, 1998). Fragment length analysis

of the primary Gas5 transcript indicates that it is a source

of background RNA in profiling experiments, corresponding

principally to the intronic snoRNAs (Figure 1K). Fragments that

mapped to the fully processed Gas5 transcript, with no remain-

ing snoRNA sequences, resembled 80S footprints on coding

sequences (Figures 1K and 1L). They were also concentrated

in reading frames near the 50 end of the transcript, where trans-

lation is expected to occur.
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Taken together, theseanalyses show that fragment length anal-

ysis can discriminate between true 80S footprints and back-

ground RNA reads in ribosome-profiling data. Furthermore, this

simple metric can be applied to existing profiling data sets as

well as incorporated intocomputationalworkflowswithnochange

to experimental protocols. It provides strong evidence for the

presence of ribosomes based on comparisons with RNAs whose

biology iswell understood.As thisanalysis is correlative, however,

we performed direct experimental tests to confirm that footprints

on noncoding sequences reflected true translation.

Drugs that Inhibit Translation Specifically Affect
Elongating Ribosome Footprints on Coding and
Noncoding Sequences
Diverse translation inhibitors target distinct sites on the ribosome

with high affinity and selectivity (McCoy et al., 2011; Schneider-

Poetsch et al., 2010). We previously observed that mammalian

cells treated with one such drug, cycloheximide, yielded %1 nt

shorter ribosome footprints over the body of open reading

frames than those treated with another, emetine (Figure 2A;

Ingolia et al., 2011). Both emetine and cycloheximide target

the ribosome specifically, and so the differences observed in

mammalian cells between these two drugs should appear only

in true footprints of elongating ribosomes.

We set out to use the selectivity of these drugs for the ribo-

some as an additional test to distinguish true footprints. In aggre-

gate, fragments on lncRNAs and on 50 UTRs showed a similar but

more modest length shift to that seen on protein-coding genes—

the cumulative length distribution on both noncoding regions

is larger in emetine than in cycloheximide (Figures 2B and 2C).

Drug treatment may affect footprints on noncoding RNAs less

than those on coding sequences because the translated reading

frames on these RNAs are short, and thus terminating ribo-

somes, whose footprints appear to differ slightly from elongating

ribosomes (Ingolia et al., 2011), comprise a larger fraction of the

total ribosomes. Alternately, a fraction of these footprints may

reflect posttermination ribosome footprints, which can accumu-

late in yeast defective for ribosome-recycling factors and which

should not respond to drugs targeting elongation (Guydosh and

Green, 2014). Nonribosomal background fragments do not shift

in length between these two elongation inhibitors (Figure 2D).

We gathered new ribosome-profiling data from cyclohexi-

mide- as well as emetine-treated mESCs and included a small

amount of cycloheximide-stabilized yeast polysomes in each

sample in order to monitor any differences in the extent of

nuclease digestion between samples (Figure 2E). The true ribo-

some footprints on annotated coding sequences were again

shorter from cycloheximide-treated than from emetine-treated
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cells, though the difference was less pronounced (Figure 2F).

The length of footprints on lncRNAs also shifted in response to

treatment with elongation inhibitors (Figure 2G), and these length

shifts were significant on protein-coding genes (p < 13 10&4), 50

UTRs (p < 1 3 10&4), and on lncRNAs (p < 0.01; Figure S2). In

contrast, the footprints from the yeast ribosomes included as

an internal control showed, if anything, a very modest shift in

the opposite direction (Figure 2H) that did not rise to the level

of significance (p > 0.05; Figure S2), arguing that the reproduc-

ible difference between cycloheximide- and emetine-treated

polysomes did not result from differences in nuclease digestion

or library generation that affect all RNA fragments in a sample.

Ribosome Footprints on Classical Coding Sequences, 50

UTRs, and lncRNAs Copurify with the Large Ribosomal
Subunit
We next sought to verify that footprints seen outside of anno-

tated coding regions copurified specifically with the ribosome.

Ribosome affinity purification would provide strong evidence

that footprints on lncRNAs and on 50 UTRs were bound to the

ribosome (Figure 3A). We typically recover ribosomes by sedi-

mentation in an ultracentrifuge, but this purification provides little

specificity for ribosomes over other large RNPs. The most prom-

inent classical noncoding RNAs that contribute to background in

ribosome-profiling experiments are components of nonriboso-

mal RNPs, such as RNase P, telomerase, and the vault RNP (Fig-

ure 1G). We infer that these RNP assemblies both protect RNA

fragments from digestion and then sediment with ribosomes,

and it seemed possible that some apparent ribosome footprints

on lncRNAs actually reflected the incorporation of the lncRNA

into a similar RNP complex.

Specific affinity purification of the ribosome would deplete

background from these RNPs. The large (60S) subunit joins at

the last step in translation initiation and does not associate

with mRNA prior to this time, and so any footprint associated

with the 60S subunit derives from a ribosome that has completed

initiation and begun translation (Aitken and Lorsch, 2012). Ribo-

some-profiling data are unlikely to include footprints of small

(40S) subunits scanning 50 UTRs prior to initiation, because these

complexes are unstable in the absence of chemical crosslinking

and are expected to protect a different mRNA footprint size from

assembled 80S ribosomes (Valásek et al., 2007). Nonetheless,

we wished to verify that footprints on 50 UTRs reflected postini-

tiation-assembled (80S) ribosomes.

In order to purify 80S (and 60S) ribosomes specifically, we

developed an affinity-tagged version of large subunit ribosomal

protein L1 (formerly RPL10A). Several ribosome epitope tags

have been developed for lineage-specific polysome isolation,

including the translating ribosome affinity purification tag, in

which L1 is fused to enhanced GFP (Heiman et al., 2008). We

believed that in vivo biotinylation of L1 would offer advantages

over epitope tags, allowing us to exploit the high affinity and

rapid association of biotin and streptavidin to purify tagged

ribosomes. We placed a biotin acceptor peptide at the end of

a long, flexible linker at the C terminus of L1 and coexpressed

this tagged protein along with birA, the cognate E. coli biotin

ligase, in human embryonic kidney 293 (HEK293) cells. Tagged

L1 was biotinylated, dependent on the presence of birA, and

L1-biotin was incorporated into ribosomes.

In order to test our enrichment of tagged ribosomes, wemixed

lysate from human cells expressing L1-biotin (in addition to their

endogenous L1) with a control yeast lysate lacking biotinylated

ribosomes and compared the fate of the human ribosome foot-

prints to footprints from yeast genes. We performed nuclease

footprinting of this mixture, collected all ribosomes by filtration

through Sephacryl S400 columns, and purified the tagged hu-

man ribosomes by streptavidin affinity. Footprints from human

protein-coding genes were strongly enriched in the streptavi-

din-bound sample relative to footprints from yeast transcripts

(Figure 3B). The only exception was the yeast gene ACC1, which

encodes the endogenous yeast biotin carrier protein. We as-

sume that it is biotinylated cotranslationally in vivo and so foot-

prints recovered by affinity purification through the nascent

chain. Consistent with this model, only footprints from the 30

end ofACC1, corresponding to ribosomes that have synthesized

the biotin acceptor site of Acc1p, are enriched. Importantly, the

observed specificity for human mRNAs also excluded postlysis

association of human ribosomes to yeast mRNAs, arguing

strongly that footprints seen in ribosome-profiling experiments

reflect translation that initiated in vivo prior to cell lysis. Fragment

length distribution analysis provided further evidence against hu-

man ribosomes subject to affinity enrichment on yeast mRNAs,

as protected fragments on human and yeast ribosomes are

distinct in the mixed lysate and there was no evidence for a shift

toward human fragment lengths on yeast messages following

affinity purification. Human snoRNA reads also copurified with

biotinylated L1, though somewhat less efficiently than ribosome

footprints, as we expect due to their binding to preribosomal

complexes in order to guide pre-rRNA modification (Figures

S3A–S3C).

We then investigated the fate of other human-derived back-

ground reads following affinity purification of ribosomes. As

noted above, profiling data after conventional ribosome sedi-

mentation in HEK cells contained fragments mapping to several

classical noncoding RNAs that also appeared in the mESC

profiling, such as RNase P. Fragment length analysis using the

(B) Human ribosome footprints are retained during ribosome affinity purification whereas yeast ribosome footprints (excepting the yeast biotin carrier ACC1) are

depleted.

(C) Fragment length analysis of nuclear and mitochondrial coding sequences and of functional noncoding RNAs in HEK cells. A fragment length score cutoff

based on extreme outliers relative to coding sequences excludes background fragments.

(D) Ribosome footprints are retained during ribosome affinity purification whereas mitochondrial footprints and noncoding RNAs are depleted.

(E and F) Ribosome footprints on 50 UTRs are retained during affinity purification of the 60S ribosomal subunit.

(G) Fragment length analysis of ENCODE lncRNAs, identifying a small number of transcripts with likely nonribosomal contamination.

(H and I) Ribosome footprints on lncRNAs are retained during ribosome affinity purification, whereas many sources of nonribosomal contamination, including the

nuclear noncoding RNA XIST, are depleted.
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FLOSS reliably discriminated this background from footprints on

coding sequences (Figure 3D). These same transcript fragments

were also depleted in affinity-purified profiling samples, at least

as strongly as were yeast-coding sequences (Figures 3E and

3F). Fragments from mitochondrial coding sequences were

also strongly depleted, as the mitochondrial ribosome, which is

entirely distinct from the cytosolic ribosome, lacked a biotin tag.

Having established affinity purification as a physical separation

of background RNA fragments from true ribosome footprints, we

next turned to investigate the status of apparent ribosome foot-

prints in noncoding regions. We first verified that, as in mESCs,

the protected fragments size distribution on HEK cell 50 UTRs
closely resembled ribosome footprints from the coding se-

quences (Figure S3D). These 50 UTR protected fragments also

copurified with the large ribosomal subunit in nearly all cases

(Figure 3C). We thus conclude that these fragments are true

80S ribosome footprints and do not reflect scanning 40S

subunits. Likewise, we find that protected fragments on most

HEK lncRNAs are physically bound to the ribosome and likely

reflect true translation of these noncoding RNAs (Figures 3G–

3I). Furthermore, the small number of lncRNAs yielding substan-

tial non-ribosome-associated fragments were independently

identified as sources of background by the FLOSS analysis.

Translation on lncRNAs Occurs in AUG-Initiated
Reading Frames near the 50 End of the Transcript
lncRNAs lack a conserved, protein-coding reading frame by

definition, and accordingly, ribosome footprints on these tran-

scripts are not organized into a single, discrete reading frame

without downstream translation in the manner seen on mRNAs

(Chew et al., 2013; Guttman et al., 2013; Ingolia et al., 2011).

Translation on lncRNAs and on mRNAs could differ fundamen-

tally, however, and we wished to determine whether ribosome

occupancy on lncRNAs show key features of eukaryotic trans-

lation. Whereas translation outside of annotated protein-coding

regions often initiates at a variety of near-cognate codons in

overlapping reading frames, obscuring some features of trans-

lation that manifest clearly on transcripts encoding a conserved

protein, initiation should nonetheless be strongly biased toward

AUG codons near the 50 end of RNAs, and elongating

ribosomes should show enrichment in the reading frame that

follows until it ends at a stop codon. In order to evaluate the

pattern of translation on lncRNA, we analyzed the initiation-

site-profiling data we gathered from mESCs (Ingolia et al.,

2011). We previously reported that brief treatment with the

drug harringtonine causes ribosomes to accumulate at start

codons while allowing run-off depletion of ribosomes over the

rest of the coding sequence. This can be used to robustly iden-

tify translation initiation sites (Ingolia et al., 2011; Stern-Ginossar

et al., 2012). Here, we use a simplified criterion to detect peaks

of ribosome occupancy over AUG codons following harringto-

nine treatment (Figure 4A). This approach is robust against

the possibility of concurrent translation of other, overlapping

reading frames. Whereas we considered only AUG codons as

candidate start sites, we found that, on the majority of lncRNAs,

the start site we selected was the highest occupancy ribosome

position of the entire RNA (Figure 4B), suggesting that this

assumption was reasonable.

Initiation sites on lncRNAs detected in harringtonine-profiling

data showed hallmarks of eukaryotic translation. In the canonical

initiation pathway, factors bound to the 50 cap recruit a preinitia-

tion complex that scans the RNA directionally to identify a start

codon. Consistent with this mechanism of translation, the start

sites detected in harringtonine profiling generally fell near the

beginning of the lncRNA, within a few hundred nucleotides of

the 50 end (Figure 4C) and at one of the first AUG codons on

the transcript (Figure 4D). This bias toward early AUG codons

is well explained by the classical model of eukaryotic initiation.

By contrast, it is not likely that background RNA fragments not

indicative of translation would show a strong preference for

AUG codons near the 50 end of transcripts.

Based on these observations, we next looked for evidence of

elongating ribosome footprints in the reading frames associated

with these initiation sites. Earlier studies argued against the pre-

dominance of a single open reading frame on lncRNAs. Both

studies employed similar metrics—the RRS or the DS—to

demonstrate that the abrupt drop in ribosome occupancy at

the end of coding sequences was not seen for short reading

frames in 50 UTRs and on lncRNAs (Chew et al., 2013; Guttman

et al., 2013). The absence of clear termination in any single

reading frame argues that multiple, overlapping reading frames

are translated on these RNAs. Nonetheless, we expected that

the start sites we detected should result in elevated ribosome

occupancy in the downstream open reading frame relative to

the overall transcript. Indeed, we found the observed number

of ribosome footprints within predicted reading frames on

lncRNAs exceeded the number expected based on the overall

ribosome density the length of the reading frame, often 10-fold

or more, and never strongly depleted relative to the transcript

overall (Figure 4E). This comparison is related to the inside/

outside score, the ratio of footprints inside versus outside a

candidate reading frame, used by Chew et al. (2013). Further-

more, we found that footprints within the open reading frame

immediately following the predicted strongest initiation site on

a lncRNA showed codon periodicity relative to that start site,

similar to the periodicity seen in annotated protein-coding

genes, whereas footprints outside of these reading frames do

not (Figure 4F). This pattern of footprint occupancy is consistent

with substantial in-frame translation from the predicted start site

occurring alongside translation of many other reading frames on

the transcript, including those initiating at near-cognate, non-

AUG sites. This translation, particularly the downstream compo-

nent that lacks a reading frame signal relative to the strongest

AUG start site and thus reflects overlapping translation in alter-

nate reading frames, would reduce RRS andDSmetrics on these

lncRNAs relative to annotated mRNAs.

Fragment Length Analysis Supports Translation on
Novel Reading Frames in Meiotic Yeast
In previous studies, we defined translated reading frames

in meiotic budding yeast using ribosome-profiling data (Brar

et al., 2012). We wished to determine whether FLOSS analysis

could be applied in this distantly related organism to support

our annotations. Cycloheximide-stabilized ribosome footprints

lying within yeast-coding sequences show a tight size dis-

tribution, as we observed previously, which could be readily
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distinguished from background RNA fragments derived from

nontranslated yeast RNAs, including tRNAs and isolated

snoRNAs, and from the validated yeast meiotic noncoding

RNAs IRT1, RME2, and RME3 (Figure 5A). As in mammals, we

also found fragments of mitochondrial mRNAs, likely represent-

ing footprints of the mitoribosome, which were larger than cyto-

solic ribosome footprints. By contrast, the protected fragments

on the large majority of new, independent ORFs and on up-

stream ORFs in the 50 UTRs of annotated protein-coding genes

matched the size of true ribosome footprints closely (Figures 5B–

5D). FLOSS analysis discriminatedwell between individual anno-

tated coding sequences and noncoding transcripts (Figure 5E)

A B

C

E

D

F

Figure 4. Ribosomes Translate Detectable Reading Frames on lncRNAs

(A) Schematic of AUG start site detection using two harringtonine samples (from 120 s and 150 s treatment). The start site is an AUG codon with a peak in footprint

density—higher occupancy than flanking codons—selected as the highest occupancy among peaks at AUGs.

(B) AUG start sites typically show the highest footprint density among all codons, not just all AUGs with peaks.

(C) AUG start sites typically fall in the first few hundred nt of transcripts and (inset) near the beginning of the transcript.

(D) AUG start sites are typically among the first AUG codons on transcripts, with relative positions shown in the histogram and absolute index shown in the pie

chart (i.e., nearly half of AUG start sites are the first AUG on the transcript overall).

(E) Overall ribosome occupancy is higher in the ORFs downstream of AUG start sites, relative to the overall density on the transcript.

(F) Footprints on lncRNAs downstream of detected AUG start sites and upstream of the stop codon are biased toward the frame of the ORF. Annotated protein-

coding genes show similar reading frame bias within the ORF, but not in the 50 UTR (upstream) or 30 UTR (downstream).
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and classified nearly all novel ORFs with known protein-coding

genes (Figure 5F). Thus, considered singly or as a group, our

reading frame annotations, defined solely by ribosome-profiling

data, represent the presence of 80S ribosomes and not back-

ground RNA fragments.

We also sought to test whether productive translation could

be detected from the ribosomes occupying these novel short

reading frames. We integrated a GFP reading frame at the 30

end of meiotically regulated short reading frames in yeast (Fig-

ures 5G and 5H). Fusion protein from one short (72 codon)
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Figure 5. Novel Meiotic Reading Frames Based on True Ribosome Footprints Yield Protein Products

(A–D) Distribution of fragment lengths mapping to nuclear coding sequences compared to (A) classical noncoding RNAs, meiotic lncRNAs, and mitochondrial

transcripts; (B) novel independent ORFs; (C) translated AUG uORFs; and (D) translated non-AUG uORFs.

(E and F) Fragment length analysis of yeast-coding sequences compared to (E) classical noncoding RNAs and (F) novel independent ORFs and AUG uORFs.

(G and H) Ribosome profiling and mRNA sequencing data for novel reading frames showing meiotic induction (G) or repression (H) of an %75-codon ORF on an

independent transcript (Brar et al., 2012).

(I) Western blot confirming meiotic expression of the Unit14431-GFP fusion. WB, western blot.

(J) Microscopy on meiotic yeast reveals mitochondrial targeting of the Unit14431-GFP fusion.

(K) Western blot confirming vegetative expression of the Unit7541-GFP fusion.

(L) Microscopy demonstrating nuclear localization of Unit7541-GFP.
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reading frame accumulated in midmeiotic cells, as predicted

from translation data, and localized to mitochondria (Figures 5I

and 5J). GFP fused to another, 78-codon reading frame showed

robust expression in vegetative cells that decreased in meiosis,

consistent with expression-profiling data (Figure 5K). The fusion

protein colocalized with the nucleus in vegetative cells (Fig-

ure 5L). The translational fusion of these short peptides with

the large and well-folded GFPmay artificially stabilize the protein

products and enhance their accumulation. Nonetheless, these

data confirm that the novel ORFs defined by ribosome profiling

result in the synthesis of proteins and, further, that these short

proteins can confer specific localization on a GFP fusion, sug-

gesting that they can display some molecular activity in the cell.

Fragment Length Analysis Supports Translation on
Novel Reading Frames in Human Cytomegalovirus
We recently published an annotation of HCMV open reading

frames based on ribosome profiling of infected human fore-

skin fibroblasts (Stern-Ginossar et al., 2012). This annotation

included many entirely novel reading frames as well as alternate

versions of known proteins. The translation of many of our novel

HCMV reading frames was confirmed previously by epitope

tagging and by direct detection of native protein products

through mass spectrometry (Stern-Ginossar et al., 2012). Our

fragment length analysis revealed little difference between hu-

man protein-coding genes, well-known viral coding sequences,

and newly identified ORFs (Figures 6A–6D). We next tested the

FLOSS on individual HCMV ORFs and found that nearly all fell

among the annotated human protein-coding genes (Figures 6E

and 6F).

We may fail to detect proteins from other novel reading

frames, despite the fact that they are actually synthesized in

the cell, if they are highly unstable and thus low abundance.

However, all translated polypeptides can serve as antigens,

even if they are rapidly degraded and never accumulate within

the cell. In fact, breakdown products from cotranslational degra-

dationmay be preferentially targeted for display as antigens. The

adaptive immune system thus records signatures of past protein

expression, and we wanted to mine this record by testing the

antigenicity of the novel reading frames we identified in HCMV.

We reasoned that, if humans with a history of CMV infection

displayed T cell responses against novel peptides, as they do

against canonical CMV proteins (Sylwester et al., 2005), it would

indicate that these peptides were produced in the course of the

normal viral life cycle in a human host. Furthermore, the T cell

response would directly demonstrate the functional impact of

short reading frame translation in viral infection.

We focused on the beta 2.7 transcript in HCMV. Despite its

designation as a long noncoding RNA, ribosome-profiling data

identified eight new, moderately sized ORFs, two of which

(ORFL7C and ORFL6C) were identified in lysates from infected

cells by mass spectrometry (Stern-Ginossar et al., 2012; Fig-

ure 6G). Human T cells from anonymous HCMV-positive donors

revealed robust cellular immune responses to ORFL7C and

ORFL6C, as well as to other short reading frames on beta 2.7

and other ORFs that we had identified by ribosome profiling (Fig-

ures 6H and 6I). These responses were absent from HCMV-

negative individuals (Figure S2), supporting the natural exposure

of HCMV-infected individuals specifically to these newly anno-

tated translation products. Neither ORFL6C nor ORFL7C resem-

bled annotated reading frames by the RRS metric, consistent

with the polycistronic and overlapping translation on the beta

2.7 transcript (Figure 6G), but the encoded proteins are synthe-

sized in culture models and in infected humans.

DISCUSSION

In this study, we establish the validity of ribosome profiling as

a global and experimental strategy for identifying translated re-

gions of a genome. Profiling data are an excellent complement

to computational analyses, which detect conserved protein-

coding regions of the genome, and to proteomic approaches

for identifying stable proteins. These three techniques answer

different but related questions. Conserved functional proteins

are a subset of the total polypeptide content of the cell, which

in turn is a subset of all products that are produced, however

transiently, by translation. Ribosome profiling thus provides the

most expansive view of the proteome and has thereby helped

us appreciate a wider universe of translated sequences.

We present multiple lines of evidence that true ribosome foot-

prints are pervasive on cytosolic RNAs, independent of the pres-

ence of conserved reading frames. These footprints change in

response to translation inhibitors, copurify with the large ribo-

somal subunit, and fall preferentially in reading frames near the

50 ends of transcripts. The size distribution of ribosome-pro-

tected mRNA fragments also distinguishes them from the back-

ground present in profiling data. This observation allowed us to

develop a fragment length analysis, the FLOSS, that very accu-

rately predicts the results of ribosome affinity purification, which

separate true footprints frombackground RNAby physical rather

than computational means. In fact, because some noncoding

RNAs do associate with the ribosome for reasons that are unre-

lated to their actual translation, the FLOSS appears to exclude

backgroundmore effectively than ribosome pull-down. The large

majority of regions identified in profiling experiments reflect true

translation; background originates from a handful of known,

abundant noncoding RNAs. The FLOSS can be easily incorpo-

rated into ribosome-profiling workflows, and we here provide

tools for applying it based on the widely used Bioconductor proj-

ect (Gentleman et al., 2004). The specific length distribution and

FLOSS cutoff for each individual data set can be determined

empirically based on annotated protein-coding genes serving

as examples of true translation. Adoption of the FLOSS should

further increase confidence that profiling measurements on indi-

vidual transcripts reflect their translation and aid in removing the

small number of RNAs that yield nonribosomal background.

Pervasive ribosome occupancy outside of annotated coding

regions has been seen in diverse organisms, and we here

present further evidence for the existence of protein products

resulting from translation by these ribosomes. The biological im-

plications of this translation remain to be explored, however. In

part, it may reflect an imprecision that leads to translation with

no functional relevance. We do not know of molecular features

that would enable the translational apparatus to distinguish an

mRNAs from a capped, polyadenylated, cytosolic lncRNA, and

so it may not be surprising to find ribosomes on many lncRNAs.

Cell Reports 8, 1365–1379, September 11, 2014 ª2014 The Authors 1375



pp
65

OR
FL
2C

OR
FL
3C

OR
FL
4C

OR
FL
5C

OR
FL
6C

OR
FL
7C

OR
FL
7C
.1

OR
FL
8C

OR
FL
29
3C

OR
FL
28
3W

Beta 2.7 ORFs

sfu/million 0
KEY

100 1000 4000

CD4 Responses

Donor gB
O
R
F

IE
1
O
R
F

pp
65
O
R
F

O
R
FL
2C

O
R
FL
3C

O
R
FL
4C

O
R
FL
5C

O
R
FL
6C

O
R
FL
7C

O
R
FL
7C
.1

O
R
FL
8C

O
R
FL
29
3C

O
R
FL
28
3W

rO
R
F
m
ix
ed

CMV701
CMV703
CD8 responses

Donor gB
O
R
F

IE
1
O
R
F

pp
65
O
R
F

O
R
FL
2C

O
R
FL
3C

O
R
FL
4C

O
R
FL
5C

O
R
FL
6C

O
R
FL
7C

O
R
FL
7C
.1

O
R
FL
8C

O
R
FL
29
3C

O
R
FL
28
3W

rO
R
F
m
ix
ed

CMV701
CMV703

CD4+

CD8+

H

G

A E FB

C D

I

5 hours 72 hours

26 28 30

Fragment Lengths

F
ra

ct
io

n
o

f
R

ea
d

s
F

ra
ct

io
n

o
f

R
ea

d
s

Fragment Lengths
32 34 26 28 30 32 34

HFF
coding
genes

Previously
annotated

CMV
coding
genes

Novel
ORFs

Total Reads
F

L
O

S
S

1 10 100 1k 10k 100k 1M

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Total Reads
1 10 100 1k 10k 100k 1M

ORFL7C
ORFL8C

ORFL283W

ORFL293C

Human coding genes
Previous CMV ORFs

Human coding genes
Novel CMV ORFs

cutoff

Ribosome
Release Score = 2.9

< 98% CDSes
< 50% non-coding

Ribosome
Release Score = 1.5

< 99% CDSes
< 60% non-coding

73aa 20aa 26aa 40aa 12aa 8aa 86aa 7aa35aa39aa

Beta 2.7 84aa

location in the genome2450 5000

C
H
X

H
ar
r

co
un
ts

LT
M

ORFL2C ORFL3C ORFL4C ORFL6C
ORFL5C ORFL7C

ORFL7C.1 ORFL8

27aa

ORFL6C: ORFL7C:

Figure 6. Novel Human Cytomegalovirus Reading Frames Based on True Ribosome Footprints Lead to Antigens in Humans

(A–D) Distribution of fragment lengths mapping to human nuclear CDSs compared to all annotated CMV-coding sequences after (A) 5 hr or (B) 72 hr of infection

and of specifically the (C) previously annotated and (D) novel CMV-coding sequences after 5 hr of infection.

(E and F) Fragment length analysis of human coding sequences compared to (E) previously annotated CMV reading frames and (F) novel CMV annotations.

(G) Ribosome footprint organization on beta 2.7 transcript (Stern-Ginossar et al., 2012).

(H) ELISPOT assay of human donor T cell responses to novel CMV reading frames along with controls.

(I) Quantitation of ELISPOT data.
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Imperfect rejection of near-AUG codons during translation initia-

tion, combined with the presence of actual AUGs, could explain

ribosome occupancy in many 50 UTRs. However, translation of

these noncoding sequences has many potential consequences

and noncoding sequences likely experience selection against

translation with harmful effects. For example, AUG codons are

depleted in many 50 UTRs, as they interfere with translation of

the downstream protein-coding sequence, though this interfer-

ence is exploited as a regulatory mechanism controlling the

expression of genes such as Atf4 (Sonenberg and Hinnebusch,

2009). Other side effects of noncoding translation may likewise

be avoided in some RNAs and co-opted in others.

The translation of an RNA can impact the transcript itself, and

lncRNAs with specific molecular functions are likely subject to

selective pressure to manage this translation and avoid interfer-

ence with their other activities. The translating ribosome acts as

a potent helicase that can remodel RNA structure and remove

RNA-binding proteins, potentially disrupting functional ribonu-

cleoprotein complexes. We have shown that initiation and trans-

lation are biased toward the 50 ends of lncRNAs, as expected in

eukaryotes, and so noncoding cytosolic transcripts may experi-

ence selection for benign 50 reading frames that capture ribo-

somes and protect functional elements occurring in the 30 end
of the RNA (Ulitsky and Bartel, 2013). Short reading frames

with atypical amino acid composition may resemble those found

in aberrant mRNAs and trigger RNA decay through NMD or no-

go decay, which were originally characterized as mRNA quality

control pathways (Pérez-Ortı́n et al., 2013). Translated se-

quences may also exert cis-acting effects through the peptides

they encode, for example, by cotranslational recruitment of the

nascent chain attached to the ribosome and the transcript, to

specific structures in the cell (Yanagitani et al., 2009).

Translation results in the synthesis of a polypeptide, regard-

less of whether an RNA sequence encodes a functional protein

constrained by selection, and we have now detected proteins

synthesized from novel translated sequences predicted by

ribosome profiling in yeast and given evidence for their pres-

ence in humans during CMV infection. These unconstrained

peptide sequences may not adopt a specific fold and may

occupy cotranslational folding or degradation machinery, and

those peptides escaping surveillance may aggregate and

contribute to the burden of unfolded proteins. Some subset

of this large pool of newly identified short peptides may play

cellular roles that we have yet to discover, akin to the important

roles recently shown for the 11- and 32-amino-acid peptides

synthesized from the polished rice and sarcolambin loci in

Drosophila and the 58-amino-acid peptide encoded by the

zebrafish toddler gene (Kondo et al., 2010; Magny et al., 2013;

Pauli et al., 2014).

All RNA sequences subject to translation will experience

selection against encoding proteins with detrimental impact on

the cell or on the organism. These benign proteins may occa-

sionally provide an adaptive molecular function; for example,

a surprisingly large fraction (%20%) of random nucleotide

sequences encode functional secretion signals (Kaiser et al.,

1987). Further evolution may refine their expression, folding,

and activity, ultimately giving rise to the birth of a new gene

(Carvunis et al., 2012; Reinhardt et al., 2013).

Regardless of their original cellular role, degraded proteins

are the substrates for antigens presented to the cellular immune

system, and proteins synthesized by noncanonical translation

may be shunted preferentially for degradation and presentation

as antigens, expanding the range of epitopes displayed by virus

infected or transformed (Yewdell, 2011). The apparent elevation

of noncanonical translation in stress could aid the body in de-

tecting these pathological cells, and differences in translation

between normal and transformed cells could yield cancer-spe-

cific antigens for immunomodulatory therapy (Mellman et al.,

2011). The same processes producing cryptic viral and tumor

antigens could also expose cryptic self-antigens that could

initiate or sustain an autoimmune response.

In summary, translation of noncoding RNA has the potential to

impact the cell directly and to constrain the evolution of genomic

sequences. A better understanding of these molecular and

evolutionary implications relies, first, on a reliable means for un-

biased detection of translation. Ribosome profiling provides a

starting point for exploring the role of the translational apparatus

in truly noncoding RNAs as well as revealing novel short, func-

tional proteins and offering a window into the murky gradations

in between.

EXPERIMENTAL PROCEDURES

Ribosome Footprinting

Embryonic day 14 mESCs were pretreated with cycloheximide (100 mg/ml) or

emetine (50 mg/ml) for 1 min as indicated, followed by detergent lysis and ribo-

some footprinting by RNase I digestion (Ingolia et al., 2012). Deep sequencing

libraries were generated from 26–34 nt footprint fragments (Ingolia et al., 2012)

and sequenced on an Illumina HiSeq.

Ribosome Affinity Purification

The ribosome affinity tag construct comprised human ribosomal protein L1

fused to the biotin acceptor peptide (Beckett et al., 1999; de Boer et al.,

2003), coexpressed with a biotin ligase using a 2A peptide (de Felipe et al.,

2006), as a stable transgene in HEK293 cells using the Flp-In system (Invitro-

gen). Yeast lysates were prepared as described (Ingolia, 2010). Following

nuclease digestion, lysates were loaded onto a Sepharcryl S-400 gel filtration

spin column (Boca Scientific) and the flowthrough was collected. One aliquot

of flowthrough was bound to streptavidin-coated magnetic beads (Invitrogen),

and RNA was recovered by Trizol extraction directly from beads; another

aliquot was used directly for library generation following Trizol extraction.

Extracted RNA was converted into deep sequencing libraries.

Footprint Sequence Alignment

Footprint sequences were trimmed to remove 30 adaptor sequence and

aligned using TopHat v2.0.7 (Kim et al., 2013) with Bowtie v0.12.9.0 and sam-

tools v0.1.18.0. The composite reference genomes comprised either the

mm10 mouse genome with Ensembl GRCm38.72 transcripts or the human

hg19 genome with Gencode v17 transcripts (Harrow et al., 2012), supple-

mented with the yeast genome with de novo transcript annotations (Brar

et al., 2012). Alignments were filtered to remove those containing more than

one mismatch.

Footprint Sequence Data Analysis

Footprints were assigned to specific A site nucleotide positions %15 bases

from their 50 ends, depending on the exact fragment length, as described pre-

viously. Reads assigned between 15 nucleotides before the start codon and 45

nucleotides after the start codon were excluded, as were all reads falling after

the position 15 nucleotides upstream of the stop codon. All footprint data anal-

ysis was implemented in R/Bioconductor and is provided in a format allowing

the direct reproduction of the analyses presented here.
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We used our previously published (Stern-Ginossar et al., 2012), simplified

approach to detect sites of AUG-mediated initiation in harringtonine-treated

mESCs. We identified all AUG codons and selected harringtonine peaks by

finding codons where A site occupancy on the +1 codon (i.e., AUG in the

P site) as greater than occupancy on the +2 codon and greater than the sum

of occupancy on the &1 and the 0 codon in both replicates. Among these

AUG harringtonine peaks, we then selected the highest footprint occupancy

on the +1 codon.

We computed the footprint A site occupancy at all codons on the transcript

(not restricted to AUG codons with a harringtonine peak) and found the rank of

the candidate initiation site relative to all other codons.

We also indexed all AUG codons on the transcript, starting from the 50

end, and found the candidate initiation site among all AUG codons on the

transcript.

Fragment Length Organization Similarity Score

The FLOSS was computed from a histogram of read lengths for footprints on a

transcript or reading frame. A reference histogram was produced using raw

counts on all annotated nuclear protein-coding transcript, excluding those

whose gene overlapped a gene annotated as noncoding. The FLOSS was

defined as

0:53
X34
l = 26

fðlÞ & fref ðlÞ;

where f(l) is the fraction of reads at length l in the transcript histogram and fref(l)

is the corresponding fraction in the reference histogram. The FLOSS cutoff

score, as a function of the total number of reads, was counted from a rolling

window of individual annotated genes and the computing of the upper extreme

outlier cutoff for each window.

Yeast Western Blotting and Microscopy

Novel ORFs were tagged with C-terminal GFP fusions by the Pringle method

(Longtine et al., 1998). Samples were collected by trichloroacetic acid

precipitation and subjected to western blotting (mouse anti-GFP antibody,

Roche; rabbit anti-hexokinase antibody, Rockland Antibodies). Samples

were also collected for microscopy, which was performed on a Zeiss

Axiophot. Samples were costained with either DAPI or Mitotracker Orange

(Molecular Probes).

T Cell Response Assays

Tiling peptides (15 amino acids long with ten-amino-acid overlap) for novel

CMV ORFs were obtained from JPT Peptide Technologies and pooled at

2 mg/ml of each individual peptide in RPMI 1640. Peripheral blood mononu-

clear cells were isolated by Lymphoprep (Axis-Shield) and depleted of either

CD4+ or CD8+ T cells by magnetic-activated cell sorting (Miltenyi Biotec),

yielding no more than 0.8% residual cells as accessed by flow cytometry.

ELISPOT plates (EBioscience) were prepared, coated, and blocked, and

T cells were plated at 3.0 3 105 cells in 100 ml RPMI-10.
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SUMMARY

Spatiotemporal control of gene expression is crucial
for development and subject to evolutionary changes.
Although proteins are the final product ofmost genes,
the developmental proteome of an animal has not
yet been comprehensively defined, and the correla-
tion between mRNA and protein abundance during
development is largely unknown. Here, we globally
measured and compared protein and mRNA expres-
sion changes during the life cycle of the nematodes
C. elegans and C. briggsae, separated by %30 million
years of evolution. We observed that developmental
mRNA and protein changes were highly conserved
to a surprisingly similar degree but were poorly corre-
lated within a species, suggesting important and
widespread posttranscriptional regulation. Posttran-
scriptional control was particularly well conserved if
mRNAfoldchangeswerebufferedon theprotein level,
indicating a predominant repressive function. Finally,
among divergently expressed genes, we identified
insulin signaling, a pathway involved in lifespan deter-
mination, as a putative target of adaptive evolution.

INTRODUCTION

Changes in gene expression are the basis of metazoan develop-

ment. A new life starts with a totipotent zygote and requiresmany

rounds of cell divisions and differentiation events to develop into

a complex adult organismwith a large diversity of tissues and cell

types. Orchestrated differentiation of multiple cells within the

developing animal is frequently driven by spatial or temporal

changes in gene expression. Well-studied examples are spatial

gene expression gradients that control the patterning of the

Drosophila embryo (St Johnston and Nüsslein-Volhard, 1992)

or temporal expression gradients of heterochronic genes in nem-

atodes regulating the progression of larval development (Ruvkun

and Giusto, 1989; Johnstone and Barry, 1996; Moss, 2007).

Developmental gene expression is highly conserved, and alter-

ations in gene expression levels are strong drivers of evolution

(Carroll, 2008; Haerty et al., 2008; Domazet-Lo!so and Tautz,

2010; Kalinka et al., 2010). Comparing gene expression patterns

across different species therefore provides insights into funda-

mental principles of development and evolution (Domazet-Lo!so

and Tautz, 2010; Kalinka et al., 2010; Levin et al., 2012). Notably,

most of these conclusions were drawn from studies only interro-

gating transcript expression levels. However, gene expression is

controlled at all molecular layers from genomic DNA to proteins,

and changes in mRNA abundance are often a poor proxy for pro-

tein level changes (de Sousa Abreu et al., 2009; Schwanhäusser

et al., 2011). Comprehensive simultaneous quantification of

transcript and protein levels over the lifecycle of an organism

would provide a highly informative data set describing develop-

mental gene expression control. In particular, these data permit

a quantification of the impact of posttranscriptional regulation

on a genome-wide level. Here, we use two closely related nema-

tode species to perform a global comparison of mRNA and

protein abundance throughout the entire life cycle from embryo-

genesis to adulthood of a metazoan organism.

The nematodes C. elegans and C. briggsae are particularly

attractivemodel organismsdue to their highly reproducibledevel-

opment (Sulston et al., 1983; Zhao et al., 2008). The two species

evolved from a common ancestor about 30–50 million years ago

(Stein et al., 2003; Cutter, 2008) and are strongly diverged on

the sequence level (KS = 1.78 and KA = 0.11) (Stein et al., 2003).

Given that every neutral site in the genome should be substituted

on average 1.78 times, a scenario of neutral evolutionwithout any

purifying selection would imply the loss of common regulatory

sequences and reduce conservation of expression changes to

background levels. However, despite the relatively long evolu-

tionary distance, morphology, body plan and development of

the two nematodes remained strikingly similar throughout the life-

cycle. Even cell lineages are almost completely conserved (Zhao

etal., 2008).Comparingdevelopmental geneexpressionchanges

in the two nematodes will therefore help to elucidate the

permitted evolutionary variability of gene expression that leaves

the morphology and physiology of a species largely unaffected.

To quantify fold changes for thousands of proteins between

defined developmental stages in both species, we used stable

isotope labeling by amino acids combined with mass spec-

trometry. To perform a genome-wide comparative analysis of

the evolution of transcript and protein abundance during
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development, we complemented our protein data with mRNA

quantification by mRNA sequencing. We observed that the de-

gree of conservation is almost exactly the same for protein and

transcript expression changes. Moreover, differences in protein

andmRNA fold changes for the same gene were also conserved,

preferentially if transcript changes were larger than protein

changes, i.e., were buffered on the protein level.

We used our data to identify a pathway with accelerated evo-

lution of expression changes and attempted to reproduce the

observed cross-species changes within a single species by

perturbation experiments.

RESULTS

Measuring Transcript and Protein Abundance in Parallel
throughout Development
We sought to compare the developmental transcriptomes and

proteomesofC. elegans andC. briggsae atwell-defineddevelop-

mental stagescovering theentire life cycle (Figure1). Thecurrently

most accurate way to quantify changes in protein levels is stable

isotope labeling and mass spectrometry (Heck and Krijgsveld,

2004), combining and coanalyzing differentially labeled samples.

SILAC (stable isotope labelingwith aminoacids incell culture) em-

ploys metabolic incorporation of heavy stable isotope-containing

amino acids (Ong et al., 2002). The method was originally devel-

oped in cell culture and subsequently extended to several meta-

zoan model organisms, including C. elegans (Krüger et al., 2008;

Looso et al., 2010; Sury et al., 2010; Fredens et al., 2011; Larance

et al., 2011). We generated SILAC worms by feeding worms on

E. coli labeled with heavy lysine (Figure 2A; Supplemental Exper-

imental Procedures). We did not observe any apparent difference

between light and heavy worms (assessed by phenotype, devel-

opmental time, and number of worms obtained, n > 1,000).

Efficient incorporation of heavy lysine was already observed in

F1 adult worms (95%heavy-labeled peptides), with virtually com-

plete labeling in F2 adult worms (99.5% heavy peptides).

7h / 7h
post feeding

20h / 20h
post feeding

29h / 28h
post feeding

41h / 41h
post feeding

52h / 53h
post feeding

57h / 63h
post feeding

0h / 0h
post bleaching

feed
L1

young
adult
(yA) Embryo

(E)

L1

L2L3

early
L4

late
L4 (LL4)

mixed stage
(reference)

Embryo L1 transition
mRNA 19,058 12,641
Protein 2,033 3,058

L1 L2 transition
mRNA 17,901 12,168
Protein 4,072 2,543

L2 L3 transition
mRNA 14,809 11,727
Protein 3,514 2,702

L3 early L4 transition
mRNA 14,550 11,927
Protein 3,384 2,901

late L4 YA transition
mRNA 15,689 11,891
Protein 2,888 1,789

early L4 late L4 transition
mRNA 14,525 11,943
Protein 3,498 2,878 hatch

YA Embryo transition
mRNA 18,543 11,548
Protein 3,123 1,461

C. elegans

C. briggsae

Figure 1. Nematode Life Cycle and Timing of Samples Used for Protein and Transcript Quantification

Experimental setup and time line for generation ofC. elegans andC. briggsae samples formRNA sequencing andmass spectrometry. Light-labeled synchronized

worms (blue) were harvested at each stage (hours after feeding synchronized L1 larvae). A nonsynchronous heavy-labeled sample (red), containing amixture of all

time-contiguous stages, was used as a reference sample. For mRNA sequencing, all samples were analyzed independently. In order to quantify protein fold

changes against the reference sample as SILAC ratios, each of the staged samples was mixed 2:1 with the reference sample. Numbers in the boxes represent

quantified transcripts and proteins for each stage transition (C. elegans, green; C. briggsae, purple).
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A B

C

D E

Figure 2. The SILAC Worm

(A) Stable isotope labeling with amino acids in nematodes. Nematodes are fed with either light- (L) or heavy- (H) labeled E. coli for at least two generations.

Samples H and L aremixed at a defined ratio before processing and analysis by LC-MS/MS. Pairs of identical peptideswith different stable-isotope compositions

can be distinguished based on their mass difference. The ratio of peptide intensities reflects differences in protein abundance.

(B) Precision of label-free versus SILAC-based protein quantification. Two technical replicates of 1:1 mixtures were quantified based on intensity values (label-

free, LF; gray) or based on SILAC ratios (SILAC; orange). SD (s) and interquartile range (IQR) are shown for two replicates of the embryonic stage versus reference

(left) and of the embryo-L1 fold changes (right).

(C) Pearson’s R2 and Spearman’s correlation (r) between SILAC replicates of embryo-L1 log2-fold changes for technical (left) and biological (right) replicates (see

Supplemental Experimental Procedures for description and nomenclature of replicates).

(D) Validation of SILAC-based protein abundance by western blotting using antibodies for selected proteins, prepared from independent biological replicate

samples and normalized against tubulin (TBA-2).

(E) Validation of SILAC-based embryo-L1 protein fold changes, averaged across biological replicates, by 2D difference gel electrophoresis (Tabuse et al., 2005).

Error bars indicate the SD across replicates; the blue line represents the diagonal. A regression (green line) yields R2 = 0.8.

See also Figure S1.
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We collected carefully staged unlabeled (light) worms of all

major developmental stages (Figure 1; Supplemental Experi-

mental Procedures) and combined these samples with a heavy

SILAC reference sample (%99.5% heavy peptides) of asynchro-

nously cultured worms, comprising a mixture of all time-contig-

uous developmental stages and serving as a common internal

standard for the mass spectrometry runs (Figures 1 and 2A).

For fold change quantification, we used revised high-quality

gene models in C. elegans (Gerstein et al., 2010) comprising

21,774 genes and produced ab initio transcript annotations

for C. briggsae. Our C. briggsae gene models were inferred

based on sequencing read coverage, and we only maintained

annotations supported by an alignment of C. elegans protein

coding exons (Supplemental Experimental Procedures). This

strategy yielded 13,938 C. briggsae orthologs. We note that

our gene models largely overlap with a recently published anno-

tation (Uyar et al., 2012). Of the 13,355 one-to-one orthologs

based on reciprocal best protein blast alignments of these

gene models to our C. elegans annotation, 12,008 (90%) corre-

spond to orthology relations in our C. briggsae annotation. The

respective gene models are highly overlapping: the sequence

of 86% of the genes overlaps more than 80% between both

annotations.

In total, we quantified 9,162 (5,552) proteins in C. elegans

(C. briggsae) at a false discovery rate of 5%. In our hands, quan-

tification based on the heavy SILAC reference was at least 2-fold

more precise than label-free (LF) quantification according to a

benchmark test (sSILAC = 1.17, sLF = 2.66; Figure 2B) and SILAC

ratios reflect true protein fold changes inferred from mixing

experiments (Figures S1A and S1B). Moreover, fold change vari-

ability across technical replicates was low (Spearman’s rank co-

efficient r = 0.88) and increased slightly for biological replicates

(r = 0.74), indicating moderate noise due to actual variation in

protein abundance, a lack of timing precision or variable labeling

efficiency for lowly expressed proteins (Figures 2C, S1E, and

S1F). We first successfully validated the protein fold changes

that we computed from in vivo SILAC by western blots for 20

proteins (Figures 2D, S1G, and S1H). Moreover, fold changes

of 31 proteins measured by 2D gel electrophoresis (Tabuse

et al., 2005) correlated strongly with our computed protein fold

changes (R2 = 0.8, Figure 2E).

We complemented our proteome data with transcript

quantification by RNA sequencing (RNA-seq) of polyadenylated

transcripts in the same biological samples. We obtained reliable

expression for 19,549 (12,836) genes in C. elegans (C. briggsae)

(Figures S1C and S1D; Table S1).

We validated our RNA-seq data, using quantitative RT-PCRs

(qRT-PCRs) for 14 randomly selected genes covering the entire

dynamic range of observed expression values, and measured a

high correlation to RNA-seq-derived expression (R2 = 0.8/0.85

for C. elegans/C. briggsae, Figure 3A). Moreover, reproducibility

across biological replicates was high (r > 0.82, Figures S2A

and S2B).

To examine howwell our discrete set of developmental stages

reflects transcript expression in our contiguous reference sam-

ple, we attempted to reproduce the composition of the reference

sample by a mixture of all staged samples in silico. To this end,

we defined for each developmental stage a vector with transcript

expression of all C. elegans genes and computed the linear

combination of these vectors that best matches the expression

vector for the reference sample by a multilinear regression.

This in silico mixture reproduces the reference sample almost

as good (R2 = 0.92) as a true technical replicate (R2 = 0.93).

Contribution of each sample is essential because repeating the

regression without, for instance, the young adult sample reduces

the correlation (R2 = 0.81, Figure 3B). Moreover, the optimized

weights of the in silico mixture reflect the estimated contribution

of the respective stage (determined by microscopy, n > 1,000) to

the reference sample (Figure 3C). The in silico mixture for

C. briggsae reproduces our composition estimates based on

microscopic imaging equally well (Figure S2C). Developmental

transcript expression changes are thus reflected by expression

changes between our staged samples for the vast majority of

genes.

In Figure 3D, examples are shown for a gene with conserved

transcript and protein abundance, but differential embryo-L1

fold changes (rpl-9) and for a gene with nonconserved expres-

sion changes (syd-2).

A direct comparison of protein and transcript embryo-L1 fold

change variability between biological replicates indicates that

the level of noise is increased for protein quantification (Fig-

ure 3E). On average, the fold change error was comparable

across the entire dynamic range (%0.5 for proteins versus

%0.25 for mRNAs), with slightly bigger errors for larger fold

changes.

We supply transcript expression and SILAC protein ratios for

all developmental stages in C. elegans and C. briggsae in Table

S2, and graphical representations of expression profiles can be

screened on our publicly available online database at http://

elegans.mdc-berlin.de.

Transcript and Protein Abundance Changes
Substantially during the Nematode Life Cycle
We first investigated temporal dynamics of transcript and pro-

tein abundance throughout C. elegans development. On both

levels, pairs of larval stages were most highly correlated in

comparison to pairs involving the young adult (YA) or the

embryonic (E) stage (Figures 4A, 4B, and S3A). Therefore,

transcript and protein abundances are relatively uniform

throughout larval development and undergo pronounced

changes at the embryo to larval transition and after com-

pletion of the final larval stage upon onset of oogenesis

(Figure S3B).

Then, we assessed to what extent transcript expression

changes explained protein abundance changes. Strikingly,

only modest correlation was observed for the embryo-L1 (r =

0.41), the late L4 young adult (r = 0.30), and the young adult-em-

bryo transition (r = 0.17) and almost no correlation at larval tran-

sitions (r%0) (Figures 4C and S3). The pronounced differences

between transcript and protein abundance changes suggest

ubiquitous regulation at the posttranscriptional level.

Clustering of Temporal Expression Profiles Reveals
Broad Posttranscriptional Regulation
We next searched for groups of genes with similar expression

profiles throughout C. elegans development and analyzed to
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what extent transcript and protein level changes correlated

within these groups. Hierarchical clustering of temporal expres-

sion profiles for all genes with quantified protein abundance for

at least three developmental stages (Supplemental Experimental

Procedures) yielded seven distinct expression clusters (Table

S3A; Figure S3C). Four of those exhibited un- or even anticorre-

lated transcript and protein fold changes at the embryo-L1 tran-

sition, suggesting that posttranscriptional control modifies

protein levels for a large fraction of genes. Next, we performed

the same clustering procedure for C. briggsae (Table S3B; Fig-

ure S3D) and found that expression profiles in the two species

looked similar and that the cluster composition was highly

conserved (Table S3C). Hence, the majority of genes display

conserved expression profiles.

As supplementary information, we computed enrichment

of RNAi phenotypes (Table S3D; Supplemental Experimental

Procedures) and identified overrepresented gene ontology

(GO) terms using the DAVID functional annotation tool

(Huang et al., 2009; Table S4). For instance, the functional

analysis reveals a strong enrichment of diverse develop-

mental phenotypes (Table S3D) and developmental functions

(Table S4) among genes with increased transcript and

protein abundance in embryos (cluster 4 in Figure S3C).

Metabolic functions, on the other hand, were enriched

among genes upregulated on the transcript and protein level

during larval development and adulthood (cluster 1 in

Figure S3C).

Evidence for Oscillating Expression of Genes with Large
Expression Changes at Larval Transitions
Many genes with highly dynamic transcript expression during

larval development were discarded from clustering due to the

lack of protein quantification. In C. elegans, these genes

appear as a distinct population with strongly increased
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Figure 3. Validation of Transcript and Protein Quantification

(A) Validation of RNA-seq data by qRT-PCR for 14 genes with differential expression across development. Shown is the regression between log2RPKM and –CT.

The broken lines represent a 2-fold interval around the regression line. Different shadings of green (C. elegans) and purple (C. briggsae) correspond to distinct

developmental stages from embryos (dark) to young adults (light). Error bars represent the SD across replicates.

(B) Correlation between transcript expression in the reference sample and an in silicomixture of all stages (green circles) and after omitting the young adult sample

(blue points).

(C) Comparison of the fraction of total mRNA from each stage in the reference sample as computed by the in silico mixture to estimates based on microscopic

analysis for C. elegans (n > 1,000). Error bars indicate the error of the regression coefficients and the uncertainty of our estimates, respectively.

(D) Temporal expression profile for transcripts and proteins of the ribosomal gene rpl-9 (left), which correlates well between the two species at all stages, and the

gene syd-2 (right), which shows divergent expression changes in the two species at the embryo-L1 transition.

(E) Variability of transcript (red) and protein (blue) log2-fold changes quantified by the SD across biological replicates as a function of the fold change magnitude.

Shown are the average (solid line) and the SD (broken line) of the variability across all genes.

See also Figure S2.
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expression at the L3 stage and correlated temporal expression

changes throughout development (Figures 5A and S4). To

analyze the behavior of this group of 866 genes in more

detail, we measured the expression of eight randomly selected

candidates and five controls by qRT-PCRs in a 3 hr time

course throughout C. elegans and C. briggsae development.

Strikingly, we measured oscillating expression of these

genes synchronized with larval transitions in both species

(Figure 5B), whereas control genes remained overall uniformly

expressed (Figure 5C). Given that oscillating expression

could be validated for all eight randomly selected candidates,

the majority of the 866 genes presumably show conserved

expression oscillations in the two nematodes. Upon each

larval transition, nematodes, like all ecdysozoans, replace

their exoskeleton in a process called molting (Page and

Johnstone, 2007). Noticeably, we found a 6-fold overre-

presentation of molting phenotypes (Frand et al., 2005)

among our cycling genes (p < 7*10&7). We note that a large

number of genes oscillating throughout C. elegans larval

development were independently discovered while this manu-

script was submitted (Kim et al., 2013). However, evolutionary

conservation of oscillatory expression was not addressed in

this study. We compared our dynamically expressed genes to

the 1,592 genes within oscillating clusters identified by

Kim et al. and found that 497 out of the 866 candidates

(57%) fall into one of these clusters (p = 0, hypergeometric

test), which confirms that most of our candidates were truly

oscillating.

Because we quantified protein abundance at more than

three stages for only 99 out of the 866 genes, we could

not reliably address the dynamics of protein expression. We

note, however, that the average SILAC ratio of these proteins

varies up to 2-fold between different larval stages (data not

shown) suggesting dynamic regulation also on the protein

level.

In summary, we discovered numerous genes with conserved

oscillating mRNA levels during larval development that are

enriched in molting phenotypes.

Transcript and Protein Fold Changes at the
Embryo-to-Larva Transition Are Conserved
To further investigate evolutionary conservation of gene expres-

sion throughout development, we computed the cross-species

correlation of mRNA and protein abundance changes at each

developmental transition (Figures S5A and S5B). Both mRNA

and protein fold changes correlated most strongly at the em-

bryo-L1 transition (Spearman’s correlation coefficient r > 0.62

[mRNA]/0.65 [protein]; Figure S5A). It has been postulated that

gene expression ismore evolutionarily constrained in developing

animals compared to adults (Kalinka et al., 2010). However, we

also observed well-conserved fold changes at the late L4 young

adult transition (r = 0.59/0.24; Figure S5A) and speculated that

these changes originate primarily from the germline, induced

by the initiation of oogenesis. Analyzing transcript expression

changes of germline enriched and somatic genes (Supplemental

Experimental Procedures) separately revealed that these groups

largely correspond to genes up- and downregulated in young

adults versus late L4 larvae, respectively (Figures S5C and

S5D). Hence, the well-conserved transcript fold changes at this

transition are most likely induced by a conserved gene expres-

sion program in the maturing germline.

To evaluate cross-species conservation of transcript and pro-

tein fold changes comprehensively, we focused on the embryo-

L1 transition, because synchronization at these stages was

most reliable. We first tested if strong expression changes, i.e.,

transcript or protein fold changes exceeding the average fold-

change variability (SD of log2-fold changes), were conserved.

About 15% (19%) of all genes display strong transcript (protein)

expression changes with the same direction in both species,

whereas only 0.7% (0.6%) of transcripts (proteins) change in

opposite directions (Figure 6A). Hence, evolutionary reversion

of strong expression switches is rare, and the on- or off-state

of a gene is therefore well conserved.

Next, we examined conservation of fold change magnitudes.

To correct for different levels of expression noise in transcript

and protein quantification, we normalized by the average fold

change variability. Interestingly, the majority of transcripts (68%)
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Figure 4. Correlation of Transcript and Protein Abundances Varies between Developmental Stages

The heatmaps indicate correlation between log2-expression of transcripts (A) and proteins (B) for all possible pairs of stages. Protein abundance was quantified

by normalized protein intensities. (C) Correlation between transcript and protein fold changes (measured by SILAC). See also Figure S3.
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and proteins (60%) have a fold change variability of less than

2-fold (Figure 6B). Taken together, thedata suggest that evolution

only permits a limited degree of expression variability between

morphologically and physiologically similar organisms.

Similar Conservation of Transcript and Protein Fold
Changes at the Embryo-to-Larva Transition
Because proteins are the mediators of biological functions,

whereas mRNAs are frequently considered only as coding inter-

mediates, protein abundance could potentially be more highly

conserved than transcript expression. We tested this hypothesis

at the embryo-L1 transition by analyzing conservation of a given

degree of up- or downregulation for transcripts or proteins. We

extracted all C. elegans genes exceeding a given positive fold-

change threshold and computed the fraction of genes with fold

changes higher than the same threshold in C. briggsae. This

fraction corresponds to the conservation probability of a given

degree of upregulation. The conservation probability for downre-

gulation was calculated accordingly (Figure 6C). To correct for

expression noise, we subtracted the conservation probability

obtained with shuffled orthology relations between genes in

C. elegans and C. briggsae. For transcripts and proteins, the

conservation probability above noise increases up to %50% for

4-fold expression changes (Figure 6C). Conservation of tran-

A

B

C

Figure 5. Transcriptome Analysis Reveals

Genes with Cycling Expression

(A) Clusters of genes with dynamic expression during

larval development in C. elegans (left) and C. briggsae

(right). The average expression (solid line) and the SD

(broken line) are shown.

(B) qRT-PCR of eight randomly selected genes for a

3 hr time series covering the entire development from

embryo to young adult.

(C) qRT-PCR of five control genes with constant

expression according to our data for a time series

covering the entire development from embryo to

young adult with samples taken every 3 hr. In (B) and

(C), Y57G11C.34 was used as internal control for

C. elegans and Cbr-ero-1 for C. briggsae; DDCT was

computed by comparing to expression in the refer-

ence sample.

See also Figure S4.

scripts and proteins was found to be com-

parable across the entire dynamic range.

Next, we compared conservation of the

fold change magnitude. We considered a

transcript or protein fold change magnitude

as conserved, if the variability intervals of

the respective fold changes, inferred from

the SD across biological replicates, over-

lapped between the two species (Fig-

ure S5E). We computed the fold enrichment

of conserved genes above the background

level obtained with shuffled orthology as-

signments of genes in the two species. We

observed comparable fold enrichments for

transcripts (2.02-fold) and proteins (2.05-

fold), confirming a similar degree of conservation on both levels

at the embryo-L1 transition (Figure 6D). Thus, conservation of

expression changes between both species is twice as high as

expected by chance and surprisingly similar for transcripts and

proteins, indicating that protein levels are not, on average, under

stronger evolutionary constraint than mRNA levels.

Conservation of Posttranscriptional Regulation Is
Enhanced if Transcript Fold Changes Are Dampened on
the Protein Level
The lack of correlation betweenmRNA and protein level changes

throughout development (Figure 4C) in each species suggests

that protein abundance is controlled by substantial regulation

on the posttranscriptional and/or (post)translational level, here-

after summarized as posttranscriptional regulation. To investi-

gate evolutionary conservation of this component, we split the

ensemble of allC. elegans genes into groups with up- and down-

regulated transcripts at the embryo-L1 transition and subdivided

these groups into genes whose protein fold changes exceed

their transcript fold changes (amplifying posttranscriptional

regulation), and genes whose protein fold changes buffered their

transcript fold changes (dampening posttranscriptional regula-

tion). To assess evolutionary conservation, we computed the

fraction of C. briggsae genes that fall into the same subgroup
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like in C. elegans. After subtracting background conservation

obtained for shuffled orthology relations, conservation increased

up to 30% (Figure 6E). These data provide evidence that post-

transcriptional control is highly conserved during metazoan

development. Conservation is significantly enhanced for genes

subject to posttranscriptional dampening, whereas amplifying

changes are less well conserved.

In contrast, we observed that dampening and amplifying post-

transcriptional regulation were equally well conserved at the

young adult-to-embryo transition for transcripts upregulated in

embryos. The embryonic transcriptome is composed ofmaternal

genes and zygotic genes that are transcribed by the embryo after

zygotic genome activation. We tested if maternal and zygotic

genes (see Supplemental Experimental Procedures; Table S5)

have different conserved modes of posttranscriptional regula-

tion.Weobserved that dampening regulation ofmaternalmRNAs

wasmorehighly conserved thanamplifying regulation (Figure6E),

whereas zygotic mRNAs displayed enhanced conservation of

amplifying posttranscriptional regulation (Figure S5F).

In summary, we find that strong positive and negative tran-

script expression changes are dampened by posttranscriptional

regulation, potentially enforcing robust protein levels throughout

longer developmental timescales. In the embryo, however, we

observe preferential conservation of amplifying posttranscrip-

tional gene regulation of genes transcribed in the embryo, which

may be essential to ensure fast accumulation of crucial regula-

tors of embryogenesis.

Fold Change Conservation at the Embryo-L1 Transition
Coincides with Conservation of Exonic and 30 UTR
Sequence
To compare conservation of mRNA and protein fold changes to

conservation of regulatory sequence at the embryo-L1 transi-

tion, we downloaded three-way alignments of C. elegans,
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Figure 6. Cross-Species Comparison of Transcript and Protein Fold Changes at the Embryo-L1 Transition between C. elegans and

C. briggsae

(A) Fraction of genes with conserved and nonconserved pronounced up- or downregulation, exceeding the fold change SD for proteins (3.0-fold) or transcripts

(4.2-fold). Error bars are based on random counting statistics.

(B) Fraction of genes with a maximum log2-fold-change difference between C. elegans and C. briggsae after normalizing fold changes by the SD to account for

different dynamic ranges of transcript and protein fold changes. Error bars indicate the SE inferred by bootstrapping.

(C) Fraction of genes with conserved minimal up- or downregulation. For all genes with a fold change higher (right) or lower (left) than a given threshold in

C. elegans, the fraction of genes with a fold change higher or lower than the same threshold in C. briggsae was computed. Background conservation has been

subtracted. Error bars are based on random counting statistics.

(D) Fold enrichment of genes with strictly conserved transcript or protein fold change magnitudes, measured by overlapping intervals of variability. Error bars

indicate the SE inferred by bootstrapping.

(E) Fraction of genes with a conserved posttranscriptional fold change component. For allC. elegans genes with a positive (negative) log2-fold difference between

protein and transcript fold changes, the fraction of genes with a positive (negative) log2-fold difference in C. briggsae was computed. Background conservation

has been subtracted. Conservation is shown for up- and downregulated transcripts with dampening and amplifying posttranscriptional regulation. The inset

displays the conservation for maternal genes only. Error bars are based on random counting statistics (*p < 0.05, **p < 0.001).

See also Figure S5.
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C. briggsae, and C. remanei from the UCSC genome browser

(Dreszer et al., 2012). We extracted alignments for promoter

sequences (1 kb upstream), for 30 UTRs (Mangone et al., 2010)

and for all exons. We only considered mRNAs and proteins,

which change at least 2-fold at this transition in C. elegans

and assessed conservation of up- or downregulation in

C. briggsae. We then compared sequence conservation

of genes with conserved and nonconserved fold changes. We

also included genes with a conserved posttranscriptional

component into this comparison (Figure S5G). Genes with

conserved mRNA fold changes do not display significantly

increased sequence conservation. Genes with conserved pro-

tein fold changes, on the other hand, are overall significantly

more conserved and, in particular, have more highly conserved

30 UTRs, suggesting enrichment in binding sites for RNA binding

proteins or microRNAs. Genes with conserved posttranscrip-

tional component also have more highly conserved exons and

30 UTRs, with the only exception of downregulated transcripts

subject to dampening regulation. However, among the noncon-

served genes in this group are 125 genes with conserved but

only 36 genes with nonconserved protein fold changes, explain-

ing the high sequence conservation.

In summary, the observed patterns of conservation of expres-

sion fold changes are consistent with trends in sequence

conservation.

Increased Evolutionary Fold Change Variability
Identifies a Putative Target of Adaptive Evolution
Finally, we searched for classes of genes with strongly reduced

or enhanced fold change conservation. Regulatory factors are

presumably well conserved, because mutations of trans-acting

factors can affect whole gene networks. We extracted a list of

transcription factors from the literature (Haerty et al., 2008) and

analyzed evolutionary variability of their expression changes at

the embryo-L1 transition. The 761 (44) transcription factors

with measured transcript (protein) expression changes show

significantly less cross-species fold change variability than

random sets of genes. On the transcript (protein) level, we

observed a 16% (33%) reduction (Figure S6A), consistent with

enhanced sequence conservation of transcription factors

(Haerty et al., 2008).

Next, we explored genes with reduced fold change conserva-

tion and validated a subset of these by qRT-PCRs (Figure S6B).

Among those were genes involved in an insulin/insulin-like

growth factor (IGF) signaling pathway. The main downstream

target of this pathway, DAF-16, is a deeply conserved FOXO-

family transcription factor regulating lifespan in flies, worms,

and mammals (Tatar et al., 2003). Strikingly, we observed a

4-fold reduction of daf-16 transcript expression, aggregated

across all isoforms, in C. briggsae embryos compared to

C. elegans embryos, whereas larval expression was comparable

in both species (Figure S6C). We successfully validated RNA-

seq-based embryo-L1 fold changes by qRT-PCR for daf-16

and four additional differentially regulated genes (daf-12, daf-7,

syd-2, ttr-1), which are known DAF-16 targets (Figure 7A). We

did not detect DAF-16 at the protein level in our mass spectrom-

etry (MS) analysis, perhaps due to relatively low abundance.

Therefore, to quantify DAF-16 protein levels, we used a poly-

clonal antibody directed against the C-terminal region of the pro-

tein, which is shared by all known isoforms and highly conserved

in both species (78% amino acid identity). Western blotting indi-

cated that DAF-16 protein levels are reduced in C. briggsae

embryos compared to C. elegans (Figure 7B), whereas protein

abundance increases in both species at the embryo-L1 transition

to comparable level. Together, with the observation that mRNA

levels remain unchanged at this transition in C. elegans, these

data suggest amplifying posttranscriptional regulation of daf-

16. To which degree the difference between mRNA and protein

fold changes has evolved cannot be reliably assessed, given

that the western method is not quantitative enough to determine

precise fold changes. In any case, our data clearly suggest that

differences in embryonic daf-16 mRNA expression and protein

abundance have evolved between both species. Next, we ex-

tracted a list of 446 predicted DAF-16 targets from the literature

(Murphy et al., 2003). For these genes, we observed significantly

increased evolutionary variability of transcript and protein fold

changes in comparison to random sets of genes (p < 0.001, Fig-

ure 7C). To test whether this increase is driven by daf-16, we per-

formed an RNAi-mediated knockdown of daf-16 in C. elegans

embryos (Figure 7D) and globally measured protein fold changes

compared to wild-type L1 larvae. Interestingly, after knockdown

of daf-16 in C. elegans, protein fold changes at the embryo-L1

transition were slightly more correlated to C. briggsae (R2
RNAi =

0.50 versus R2
control = 0.47). Consistently, the distribution of

residuals was shifted significantly (p < 0.004) to lower values

for the daf-16 knockdown versus the control sample (Figure 7E).

Hence, the daf-16 knockdown overall reduces the cross-

species variability. Moreover, reduced expression of daf-16 in

C. briggsae embryos explains a fraction of the global proteome

changes between the two species. To investigate whether the

set of predicted DAF-16 targets accounts for this observation,

we compared the difference in embryo-L1 log2-fold changes

between control and daf-16 knockdown samples to the differ-

ence between C. elegans and C. briggsae wild-type samples. If

both numbers were either positive or negative for a given gene,

the cross-species fold change modulation is consistent with

differential expression of daf-16. In contrast to the ensemble of

all genes, with equal numbers of consistent and inconsistent

fold changes, DAF-16 targets comprise almost twice as many

consistent as inconsistent fold changes (Figure 7F). We could

reproduce these observations with an independent biological

replicate (Figures S6D–S6F). These data suggest that the

enhanced expression divergence of DAF-16 targets is likely a

result of differential expression of daf-16 itself and that the

daf-16 regulatory network is a possible target of adaptive

evolution.

DISCUSSION

In this study, we investigated joint dynamics and evolutionary

conservation of transcript and protein abundance during devel-

opment of a well-studied metazoan model organism on a

genome-wide scale. Only a handful of studies have quantified

developmental protein fold changes in C. elegans on a large

scale, either using 2D-gel electrophoresis (Tabuse et al., 2005)

or metabolic 15N labeling combined with mass spectrometry
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(Geillinger et al., 2012), and these studies were limited to a fold-

change determination for a few hundred proteins. Tabuse et al.

(2005) measured expression changes for a small number of

proteins at the embryo-to-L1 transition and the fold change

magnitude compares very well to our data (R2 = 0.8; Figure 1E).

Evolution of transcript expression during Caenorhabditis

embryogenesis was previously investigated in great detail (Levin

et al., 2012), and, while our study was under review, a compari-

son of transcript expression and translation rate changes at a

specific developmental transition was published (Stadler and

Fire, 2013). Stadler et al. used ribosome profiling to compare

changes in ribosome occupancy to transcript expression

changes upon the L1 diapause exit. In contrast to protein

quantification by mass spectrometry, however, this approach

only reveals changes in ribosome association of mRNAs, not

protein abundance changes, which are also affected by

(post)translational modifications. Nonetheless, this study also

provides evidence for important posttranscriptional regulation

at a different developmental transition.

We focused on the embryo-L1 transition to examine general

properties of posttranscriptional versus transcriptional regula-

tion. For most genes, protein abundance changes could not be

explained by changes of the transcript level, suggesting ubiqui-

tous posttranscriptional regulation that could be exerted by

factors such as microRNAs or RNA binding proteins or a conse-

quence of enzymatic protein modifications directly effecting

protein levels.

At this transition we could also directly compare evolutionary

conservation of transcript and protein fold changes. In previous

studies, enhanced conservation of protein versus transcript

abundance was derived for mixtures of homogenized whole an-

imals of various developmental stages (Schrimpf et al., 2009;

Weiss et al., 2010). In contrast, our analysis suggests that tran-

script and protein fold changes are conserved to a very similar
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Figure 7. Identification of a Pathway with Enhanced Expression Divergence at the Embryo-L1 Transition

(A) Validation of RNA-seq-based quantification by qRT-PCR for daf-16 and four known DAF-16 targets with diverged expression changes between C. elegans

and C. briggsae at the embryo-L1 transition. qRT-PCR was performed for individual biological replicate samples. Error bars represent the SD across

replicates (n R 3).

(B) Western blot analysis of DAF-16 protein abundance in C. elegans and C. briggsae embryos (E), L1 larvae (L1), and young adults (YA). Hsp-60 was used as

loading control and for normalization. *Multiple bands represent expression of DAF-16 isoforms.

(C) Average of the absolute log2-fold-change difference between C. elegans and C. briggsae for DAF-16 targets and random groups of nontargets. Mean and SE

are inferred by bootstrapping (**p < 0.001).

(D) Western blot analysis of DAF-16 after RNAi-mediated knockdown of daf-16. Protein knockdown was quantified as a percentage of the control (set as 100%).

Hsp-60 was used as a loading control and for normalization.

(E) Distribution of the logarithm of squared normalized residuals from a regression of protein log2-fold changes between C. elegans and C. briggsae. Upon

knockdown of daf-16 in C. elegans embryos, the distribution (red line) is shifted compared to a control transfection (gray) (p < 0.004, Wilcoxon rank sum test).

(F) Genes with differences in log2-fold changes between daf-16 knockdown and control C. elegans embryos that exhibit consistent (red) or inconsistent (blue)

differences between C. elegans and C. briggsae. Data are shown for all genes and for the subset of predicted DAF-16 targets (Murphy et al., 2003). Error bars are

based on random counting statistics. A hypergeometric test was performed to assess an enrichment of consistent fold changes.

See also Figure S6.
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degree. In order to arrive at this conclusion, we had to account

for different levels of technical noise in protein and mRNA

quantification. To address a possible ascertainment bias in our

conservation measurements due to a selection of specific genes

by our C. briggsae annotation, we computed fold change

conservation of one-to-one orthologs inferred from recently pub-

lished C. briggsae gene models (Uyar et al., 2012). This annota-

tion was highly similar to our own gene models, and fold change

conservation was invariant (Figures S5H and S5I).

Our finding implies that regulation on the level of mRNA and

protein is of similar functional importance during metazoan

development. This may seem surprising given that proteins are

the functional products of most genes. However, posttranscrip-

tional regulation presumably modulates protein levels produced

from invariant mRNA levels in a developmental stage- or condi-

tion-specific way. The mRNA fold change as primary input for

protein production is therefore read out in a context-dependent

way and hence presumably under equally strong evolutionary

constraint as the protein fold change.

Our results further include that the fold change magnitude of

mRNAs and proteins is remarkably well conserved during %30

million years of evolution separating the two nematodes. There-

fore, not only the on- or off-state of a gene and the architecture of

the regulatory circuits appear to be exposed to selective pres-

sure, as postulated for gene regulatory networks during meta-

zoan embryonic development (Peter and Davidson, 2011), but

also the precise level of temporal up- or downregulation between

developmental stages.

The posttranscriptional component of protein fold changes

was also well conserved, in particular, if transcript fold changes

were dampened on the protein level. We cannot rule out that this

observation is partially due to technical reasons such as system-

atic underestimation of protein fold changes. However, predom-

inance of amplifying regulation for zygotically transcribed genes

and our SILACmixing experiments argue against this possibility.

Hence, gene regulation at the posttranscriptional level is ubiqui-

tous and functionally relevant during animal development, in

particular, when protein fold changes are buffered. Furthermore,

it is thought that for microRNAs and most RNA binding proteins,

which bind 30 UTRs of mature mRNAs, the regulatory effect on

translation is negative.

Finally, we used our data to screen for pathways that could be

a target of adaptive evolution. Among genes with enhanced

cross-species variability, we recovered a number of target genes

of DAF-16, a central regulator of the insulin/IGF pathway in nem-

atodes (Murphy et al., 2003). Knocking down daf-16 in embryos

changed the gene expression profile of C. elegans toward the

profile of C. briggsae. Thus, some of the evolutionary expression

changes between both species seem to be a direct conse-

quence of different DAF-16 levels in the embryo. Although

the functional consequence of this difference remains to be

explored, an adaptive evolution of the insulin/IGF pathway is

conceivable because this pathway regulates stress resistance

(Tatar et al., 2003; Baumeister et al., 2006) and is therefore likely

affected by the environment and life conditions specific to each

species.

In conclusion, our findings underscore the relevance of

a combined analysis of transcript and protein levels when

studying gene regulation during animal development. We

provide all of our expression data as a valuable resource to

the research community and implemented a publicly available

database with graphical representations of all developmental

transcript and protein expression profiles at http://elegans.

mdc-berlin.de.

EXPERIMENTAL PROCEDURES

Worm Culture and Stable Isotope Labeling and Sample Preparation

C. eleganswild-type strain N2 andC. briggsaewild-type strain AF16were used

in this study, cultured as described previously (Brenner, 1974). C. elegans and

C. briggsae were metabolically labeled by feeding either light (Lys0; 12C6,
14N2)

or heavy (Lys8; 13C6,
15N2) SILAC-labeled E. coli (Hanke et al., 2008) for at least

two generations. Light-labeled staged animals were collected at different time

points. An asynchronous reference sample (containing all stages) was pro-

duced using heavy-labeled bacteria. Detailed information can be found in

the Supplemental Information.

Mass-Spectrometry-Based Protein Quantification

Light and heavy mixtures of SILAC protein extracts (150 mg per sample) were

fractioned by SDS-PAGE, in-gel digested using Lysyl endopeptidase (LysC)

and cleaned by STAGE tip purification (Rappsilber et al., 2003). Online liquid

chromatography-tandem mass spectrometry (LC-MS/MS) analysis was

performed essentially as previously described (Selbach et al., 2008), using

10%–60% acetonitril gradients (240 or 360 min) and an LTQ-Orbitrap hybrid

mass spectrometer (Thermo Fisher Scientific). The MaxQuant software

package and an in-house curated database for C. elegans, C. briggsae (see

the Experimental Procedures), and E. coli (MG1655) plus common contami-

nants (e.g., trypsin, BSA) (v.1.0.13.13) was used to identify and quantify pro-

teins (Cox and Mann, 2008; Cox et al., 2009). False discovery rate was set

to 5% (FDR of 5) at both the peptide and protein level (further details are found

in the Supplemental Information).

Proteomic Data Validation by Western Blotting

Total protein (20 mg) was separated by SDS-PAGE, blotted onto polyvinylidene

fluoride membrane, and analyzed by immunodetection (primary antibodies

andGFP strains are listed in the Supplemental Experimental Procedures) using

chemiluminescence (PerkinElmer). Films were scanned and quantitative anal-

ysis was performed using ImageJ software. TBA-2 or HSP-60 was used for

normalization (as indicated).

RNA Isolation and RNA-Seq Library Constructions

Total RNA isolation was performed with TRIzol Reagent (Invitrogen) by

following the manufacturer’s instructions. PolyA mRNA was purified from

10 mg of total RNA using the Dynabeads mRNA Purification Kit for mRNA

Purification from Total RNA (Invitrogen). Details of the library preparation are

outlined in the Supplemental Experimental Procedures. Cluster generation

and sequencing was performed on the Illumina cluster station and Genome

Analyzer IIx according to the manufacturer’s instructions. Read lengths were

76 bases.

All details concerning sample collection, data generation, processing, anal-

ysis, and validation can be found in the Supplemental Information.

ACCESSION NUMBERS

Data analyzed herein have been deposited in the NCBI Gene Expression

Omnibus under accession number GSE53359.

SUPPLEMENTAL INFORMATION

Supplemental Information includes Supplemental Experimental Procedures,

six figures, and five tables and can be found with this article online at http://

dx.doi.org/10.1016/j.celrep.2014.01.001.
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